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Abstract
Structure is omnipresent in the physical world and in languages that humans use to communicate about the world. Structure
refers to the arrangement and organization of elements. For language, these structures have been well defined in the form of
grammars, while for visual data it is still uncertain how objects are structured in the physical world. In this work, we describe
and discuss the known linguistic grammar systems and correlate them to what has been discovered about visual structures.
This could lead to better representations of content that capture a joint structure and their use in artificial intelligence systems.
A preliminary analysis is performed to show the correlations between the spatial distances between objects in the image
and the grammatical and semantic structures found in the image descriptions created by humans. These show that syntax
trees, that is, constituency and dependency trees, are correlated to the spatial structure of the image. Scene graphs and
scene trees that during their creation are informed by the image, have the best correlation. To further inspire research into
representations that integrate structure in content representations of the physical world, we discuss different areas where
the processing of visual data is researched. These include 1) psychology studies where brain responses for visual semantic
inconsistencies are tested, 2) developed scene graph annotations forming a descriptive language, and 3) studies evaluating
structure in foundation models. Finally, we state some open questions about structures found in visual data to direct future
studies on content representations of the physical world and their language descriptions and on the understanding of them
by the machine.
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1. Introduction
The physical world that we humans perceive is extremely
varied and is composed of many different types of objects
with their own perceptual properties. Objects can be
animated and function as actors (e.g., humans, animals)
or inanimate (e.g., books, tables) that require interaction
with an actor to change position. Many of the inanimate
objects are placed and organized in the world by actors.
Objects have interactions between them. They might
refer to their respective spatial positions, but it might
also be an action applied that interacts with the object.
Some types of objects could only have certain types of
interactions and can never show any relation where they
influence each other. Take, for example, the sky and a
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cloud, the cloud can move through the sky, by it doesn’t
change the sky. This is different for actors, they can have
both spatial relations, but they can also interact with
some other objects and influence their properties.

When observing the physical world, humans easily
learn to identify and understand the relations between
different objects. Humans often do not reason about
many of these interactions as they are extremely com-
mon. This relates to a commonsense understanding of
the world, which directs certain expectations of object re-
lationships and behavior. When something goes against
an expectation, it can draw the attention of humans, and
the unexpected relation is somehow highlighted in the
processing of the brain [1, 2, 3, 4, 5]. These examples
highlight an important feature of human processing of
the physical world. Humans tend to learn and assign
specific structures to the world around them [6].

Humans use language to communicate about the phys-
ical world. Natural language is here the most promi-
nent and common form. Natural language typically has
a structure that is guided through the use of grammar
rules. Many of the grammar rules are universal and found
in many languages and cultures [7]. Humans also use
a formal language (e.g., in the form of object entities,
their attributes, and relationships) to describe the physi-
cal world which might make it easier to interface with

mailto:victor.milewski@kuleuven.be
mailto:mariamihaela.trusca@kuleuven.be
mailto:sien.moens@kuleuven.be
https://calculus-project.eu/team/victor.html
https://calculus-project.eu/team/maria.html
https://people.cs.kuleuven.be/~sien.moens/
https://orcid.org/0000-0003-3854-6386
https://orcid.org/0000-0002-9204-0389
https://orcid.org/0000-0002-3732-9323
https://creativecommons.org/licenses/by/4.0
http://ceur-ws.org
http://ceur-ws.org


machines and programming code. Language, whether
it is natural or formal, imposes a structural graphical
representation on the content it conveys.

Artificial Intelligence research targets human-like un-
derstanding of images and language as well as the gen-
eration of images and language that truthfully simulate
the physical world and language uttered by humans, re-
spectively. AI research has recently witnessed large ad-
vancements concerning the above tasks due to the de-
velopment of foundation models (e.g., language models,
vision models, visio-linguistic models [8, 9, 10]) and neu-
ral transformer architectures [11] that make it possible to
detect relationships in visual and textual data by means
of sophisticated attention mechanisms. Notwithstanding,
there remains a need to more explicitly represent struc-
ture that naturally is present in visual and language data,
as this could lead to representations (e.g., obtained with
deep neural networks) that improve the compositionality
of the representations and the reasoning with these by
the machine. Compositionality is linked to human’s abil-
ity to produce and interpret novel utterances in language
or construct novel compositions of objects.

All this leads to a number of research questions.

• How does the natural structure found in visual
data (e.g., spatial, temporal, causal structure) aid
language understanding and generation by the
machine?

• How does the structure of language data help
processing visual data?

• Is there a joint structure that we can capture in
the content representations that might aid both
the processing of language and visual data?

• Can we induce that structure automatically from
the data?

In this paper, we do not yet formulate final answers
to these challenging questions but perform experiments
that are a step towards their answers and that could form
the basis for a scientific discussion on the topic.

The remainder of the paper is structured as follows. We
first discuss the formalisms selected to structure language
that describes the content of an image, constituency trees,
dependency trees, scene trees, and scene graphs (Sec-
tion 2). The next sections discuss the structure of visual
data and how we can detect a joint structure shared by
the visual and language data (Sections 3 and 4). Then, we
discuss the experimental set-up of our preliminary exper-
iments and report the results and their discussion (Sec-
tion 5). Finally, we discuss and analyze the differences
and commonalities between these structures leading to
important research questions for future work (Section 6).

2. The Structure of Language
In this paper we consider the grammatical structures
found in natural language used to describe images, as well
as the semantic graphical structure drafted in a controlled
language used to describe images. More specifically, we
consider four structural formalisms: constituency trees,
dependency trees, scene trees, and scene graphs. They all
build a structured representation of language content, in
most cases restricted to one sentence. Constituency trees
and dependency trees are solely based on the natural
language sentence. A scene tree uses both language and
visual input to create the structured representation of
the natural language sentence reduced to the objects
present in the image. The scene graph uses a controlled
language vocabulary of object labels and relationships to
structurally describe the content of an image.

2.1. Constituency Trees
Constituency trees, also known as phrase structure trees
or syntactic trees, are graphical representations used in
linguistics to analyze the structure of sentences. An ex-
ample of a constituency tree is shown in Figure 1 on
the right. The constituency tree shows how words and
phrases in a sentence are grouped together into larger
constituents or phrases. As a result, the sentence is rep-
resented as a hierarchical structure with multiple levels.
At the highest level, there is a single node called the root,
which represents the entire sentence. The root node
branches out into smaller nodes, each representing a con-
stituent or a phrase within the sentence. The nodes can
be of different types, such as noun phrases (NP), verb
phrases (VP), and prepositional phrases (PP), forming
part-of-speech tokens. The leaf nodes of the tree rep-
resent the individual words of the sentence. Formally,
a constituency tree is a simple, undirected, connected,
acyclic graph 𝐺. The structure 𝐺 = (𝑉 , 𝐸) consists of a
set of vertices 𝑉, and a set of pairs of vertices 𝐸, which
we refer to as arcs or edges. A tree with 𝑛 nodes has 𝑛 −1
graph edges that form the tree structure.

A constituency tree can be described by a a Context-
Free Grammar (CFG) [13], which is a mathematical sys-
tem for modeling constituent structures of natural lan-
guages. As described above the constituent is a group or
unit of words that can behave as a single structure, such
as a noun phrase, and grammars based on them were
already theorized by Wundt [14]. The CFG has a set of
rules that describe how to combine words and phrases
and how they are ordered together.

Constituency trees are used in varying tasks and can
easily be automatically derived from the text. Some of the
more traditional parsers use rule-based methods, while
nowadays mainly automatically trained deep learning
models are used [15, 16, 17, 18]. These self-trained meth-



Figure 1: A comparison for the parse trees made through a dependency grammar on the left and a constituency grammar on
the right. Parse trees created by Jurafsky and Martin [12].

ods make use of conditional random fields (CRFs), Recur-
rent Neural Networks (RNNs), transformer architectures,
and other attention-based networks with an F1 score
recognition of the constituents of up to 96%. Note that
the parsers are not perfect yet, due to ambiguity in the
language and grammar it can lead to multiple interpre-
tations of a single sentence, thus resulting in different
parse trees. In the experiments below, where we report
on parsing simple image captions, we select the most
probable parse tree.

2.2. Dependency Trees
A dependency tree is another graphical representation of
the structure of a sentence used in linguistics to analyze
the syntactic relationships between its words. Unlike
constituency trees that focus on grouping words into
phrases, dependency trees emphasize the grammatical
relationships between individual words. An example is
shown in Figure 1 on the left. The relations between
a word and its dependent are not limited to the word
order in the sentence and they can be further apart in the
sentence, creating a flatter structure. In a dependency
tree, each word in the sentence is represented as a node,
and the relationships between words are represented as
directed arcs or edges between two nodes. The nodes
include the word itself, along with additional information
such as its part of speech (POS) tag. Relationships are
usually labeled with their grammatical role that describes
the nature of the dependency, for instance, subject, object,
modifier, adverbial, and others.

Formally, a dependency structure is a directed graph.

The structure𝐺 = (𝑉 , 𝐸) consists of a set of vertices 𝑉, and
a set of ordered pairs of vertices 𝐸, which we refer to as
arcs or edges. The set of vertices 𝑉 corresponds to the set
of words in a given sentence. The set of edges 𝐸 captures
the head-dependent and grammatical role relationships
between the elements in 𝑉. A dependency tree satisfies
the following constraints. There is a single designated
root node that has no incoming arc; with the exception of
the root node, each vertex has exactly one incoming arc;
here is a unique path from the root node to each vertex
in 𝑉.

A dependency tree can be described by a dependency
grammar [19]. A large effort has been made to create
a standard towards a universal grammar regarding de-
pendencies [20, 21]. This resource contains treebanks
for many languages, with the idea that dependents are
similar between multiple languages. This allows for the
transfer of knowledge between languages and can aid in
translation models.

Automatic methods have been developed for gener-
ating the dependency parse of a sentence as well, i.e.
the shift-reduce algorithm [22]. More advanced algo-
rithms are designed using deep learning methods such as
bidirectional Long Short-Term Memory Networks (BiL-
STM) graph-based parsers [23], graph neural networks
[24], and attention-based models [25] achieving a labeled
attachment score for dependencies of up to 96%. Inter-
estingly, in recent exploratory studies that investigate
the knowledge of foundational models, it is found that
they automatically learn the language grammar with-
out being trained for it [26]. With the use of structural
probes, they found that the trained embeddings contain
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Figure 2: An image shown with its caption and the parsed
dependency tree. In the red-dotted lines, the constructed
scene tree [27] indicates the dependent relations between
objects in the image.

strong knowledge about dependent relations and they
use specific layers for storing this knowledge.

2.3. Scene Trees
Based on the discovery by Hewitt and Manning [26],
that the grammatical structure of language is automat-
ically detected in the BERT model [8], Milewski et al.
[27] hypothesized that multimodal BERT models could
do the same for the visual data. As described in Section 3,
there is evidence that humans process grammatical struc-
tures for different modalities, such as language and visual
scenes in a similar way. In order to evaluate the presence
of structure encoded in the embeddings for objects of
a scene, the scene tree was proposed [27]. The scene
tree follows the dependency parse tree, but is truncated
to just include the objects and elements also present in
the visual data. An example of this is shown in Figure 2.
Formally, a scene tree is a directed graph comparable to
a dependency tree. The structure 𝐺 = (𝑉 , 𝐸) consists of
a set of vertices 𝑉, and a set of ordered pairs of vertices 𝐸
called edges. However, the set of vertices 𝑉 is restricted to
the set of words in a given sentence that are aligned with
an object in the image. The set of edges 𝐸 only captures
the head-dependent relationships between the elements
in 𝑉.

The scene tree is constructed by starting from an empty
scene tree, with at its root the full image. Next, the
sentence is traversed along the edges of the dependency
tree. Whenever a head noun is discovered that aligns
with a region in the image, it is added to the scene tree by
attaching it to the last added element (in the first step the
root). By traversing along the dependencies, a perfect
alignment between both trees is ensured.

Milewski et al. [27] found that the embeddings ob-
tained with the multimodal BERT model do not well
capture structural knowledge concluding that the trans-
fer between structures of language and objects is cur-
rently not occurring in visio-linguistic foundation mod-
els, and the training objective is not properly designed to
achieve this. These results are confirmed by the work of
Hendricks and Nematzadeh [28], where SVO-probes are
designed to test the capabilities of subject-verb-object
triplet understanding in models. Here they found that
especially the understanding of verbs (or relationships)
is difficult for such models. This finding is confirmed
by Bugliarello et al. [29] who highlight the limitations
of the foundation models in fine-grained tasks, where a
precise understanding of structures in both modalities is
needed, and implemented a next attempt to train models
capable of solving them. Examples of such tasks include
verb understanding [28], word order [30], spatial rela-
tions [31], and other linguistic phenomena [32]. These
studies reveal that there is still a big opportunity to fur-
ther investigate how compositionality works in visual
data and how it correlates and interacts with linguistic
grammar.

Nevertheless, the scene tree [27] forms a valid formal-
ism for representing the caption of an image, hence its
use in our experiments.

2.4. Scene Graphs
Our languages are important for describing the world,
we assign names and labels to objects and when we talk
about the environment around us, we need to use lan-
guage. When designing visual graphs that describe the
world, it must use text to assign labels to the vertices and
nodes. This indicates that the graph on its own is de-
scribed by a unique language that we can learn and struc-
ture with rules. A common controlled and structured
form of language is represented by knowledge graphs
that have the quality of capturing explicit knowledge
about the physical world. To assure the mapping of the
knowledge graph to the real world, the nodes of the graph
become entities of interest while the edges represent the
semantic relations between these entities.

One of the most commonly used visual graph struc-
tures are the Visual Genome (VG) scene graphs [33]. For-
mally, given a set of object classes 𝐶, a set of attribute
types 𝐴, and a set of relationship types 𝑅 (in our case it
is a binary indicator for the presence of a relationship
between two nodes), scene graph 𝐺 is a tuple 𝐺 = (𝑉 , 𝐸)
where vertices 𝑉 = 𝑜1, ..., 𝑜𝑛 is a set of object labels and
𝐸 ⊆ 𝑉 × 𝑅 × 𝑉 is a set of edges. In a scene graph, each
object 𝑜𝑖 is defined as follows:

∀𝑜𝑖∈𝑂, 𝑜𝑖 = (𝑐𝑖, 𝐴𝑖),with 𝑐𝑖 ∈ 𝐶 and 𝐴𝑖 ⊆ 𝐴

Where 𝐴𝑖 are the attributes of the object 𝑜𝑖.



Such scene graphs are constructed based on an image,
however, the graph by itself is not related to an image. It
describes a scene that can be depicted by an image (or
more). To make it a scene graph, it must be grounded to
the images bounding boxes 𝐵.

The object instances in the scene graph can be a person,
a place, a thing, or parts of other objects. Attributes are
used to describe the state of the current object; these may
include its shape, color, and pose. Relations are used to
describe the connections between pairs of objects, such
as actions, and positions.

VG scene graphs were designed based on two argu-
ments, 1) Explaining relations is cognitive in nature,
and 2) datasets with simple object box annotations (MS-
COCO or VQA) do not allow distinguishing two images
when both have the same objects. To accommodate a bet-
ter understanding of images two of the key elements are
1) the grounding of visual concepts to language and 2) the
specified formalized representations of the components
of an image.

With these goals and reasons, it is clear that they re-
quired the graphs to be as densely annotated as possi-
ble, otherwise, two images might not be distinguishable
through the graph.

Here we will describe the process taken to collect the
data for the VG scene graphs. The annotations weremade
in six steps and all annotations were verified and canoni-
calized (to WordNet synsets [34]) by multiple workers.

Data collection process The data collection process
started with workers annotating images with natural
language descriptions. They are short descriptions of
the content of a region instead of full image captions.
Multiple workers create three regions per image each,
collecting at least 50 descriptions per image. To ensure
a varied set of descriptions, it was enforced that they
are not too similar to others of the same image and that
they differ enough from the top hundred occurring de-
scriptions across all images in the dataset. This ensures
that descriptions do not repeat often across many images
and it can help to make more descriptive and specific
descriptions.

Figure 3 is an example of an image and all its region
annotations. These annotations clearly describe many of
the small details in the image.

For the object annotations, the workers receive an
image and one region description (from the previous
step). The annotator has to discover all the mentioned
objects in the text and localize them in the image by
drawing a bounding box around them. If the description
in the image matches an existing box, they can join the
annotations, helping with the combining of sub-graphs
of the image in a later step.

With all the objects annotated, the next step is to anno-
tate the attributes and relationships. Given the image, a

description, and annotated boxes for the description, the
worker has to assign mentioned attributes (such as color
and state) to the objects. Furthermore, described relation-
ships between two mentioned objects must be annotated.
For example in the first description on the right side in
Figure 3, the worker would assign the attribute black to
the ”shirt” and draw the relation on between ”shirt” and
”man”. Note that these relationships are directed.

Region and scene graph creation With all the anno-
tations collected, they are merged into region graphs per
description. For each bounding box, every attribute, and
every relationship, nodes are created of a unique type
each. For each attribute node, an edge is drawn from the
object node that it belongs to. For each relationship node
two edges are drawn, one from the subject node to itself
and one from itself to the object of the relation.

With all the region graphs constructed, they are com-
bined into one scene graph for the entire image (see Fig-
ure 4 for an example of the process). Graphs are merged
based on the joined object annotations made earlier, and
by computing if boxes have an intersection over union
higher than 0.9.

Usage and automatic generation of scene graphs
An increasing amount of research moves towards the
automatic generation of these scene graphs [35, 36, 37,
38, 39]. Interestingly, some of these works aim to learn to
generate solely on language supervision [40]. They cre-
ate a multimodal transformer model [11], that receives
triplet words <subject, predicate, object> from a
caption and a set of predicted bounding boxes. A word
is masked for the triplet and the model is trained to pre-
dict all triplet words. The triplets from the caption are
collected through a language parser and aligned to the
predicted bounding boxes based on the labels. The used
graph parser [41], which is based on the parser by Schus-
ter et al. [42]. These scene graph parsers are again based
on dependency parsers, as described in Section 2. Instead
of labeling SG nodes, they label the edges with attribute,
subject, or object labels, which makes the SG more re-
lated to the dependency tree. they align the graph with
the tree by aligning object labels with words based on
synonyms.

The scene graphs are also used for improving the train-
ing of visio-linguistic models [29]. By creating very sim-
ple captions from triplets in the graph, a dataset is formed
that can be used for masked-language modeling. this im-
proved fine-grained understanding of the models and
they achieved state-of-the-art spatial reasoning abilities,
showing the benefit of strong structured representations
of visual data.

The above four graph structures will be used in our
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Figure 3: Example image with all its region descriptions used to create the sub-graph parts of the scene graph.

Figure 4: Example of the process for combining the region
graphs into the full scene graph of the image. Image taken
from [33].1

experiments below as structural representations of the
language descriptions of an image. As an overarching
principle, the structure will be captured by the distance
between a pair of nodes when there is a path that con-
nects the nodes in the graph structure. This distance is

1Link to CC-BY license.

computed by the path length of the shortest path in the
graph. When computing this path length we do not take
into account the direction of the edges, if present, nor
the grammatical or semantic labels of the relationships
between nodes. We leave it to future work to use this
information when finding correlations between language
and visual structures.

3. The Structure of Visual Data
One important aspect of understanding the structure of
the physical world is how humans perceive and process
it. Different works have been conducted to understand
how humans process visual data and how they design
the physical world around them. These works often in-
vestigate scene-based visual search. Dependent on what
they are searching for, humans might look at specific
objects, or use global information about the scene [43].
When looking, for example, for bread in a kitchen scene,
people have semantic and episodic knowledge. The for-
mer guides the user in their understanding of the scene
and environment and what likely places are for bread,
while the latter suggests a familiarity with the scene, i.e.
someone finds the bread quicker in their own kitchen.
This work by Wolfe et al. [43] already hints that humans
create a quick semantic interpretation of a scene, after
which they can do more efficient processing.

When further exploring the human understanding of
visual scenes, a study was done on memorizing objects
and their locations in a natural scene [44]. A comparison
was made where some subjects were asked to memorize
the scene, while others were tasked with searching ob-
jects. The latter group had a much higher recall. This

https://s100.copyright.com/AppDispatchServlet?title=Visual%20Genome%3A%20Connecting%20Language%20and%20Vision%20Using%20Crowdsourced%20Dense%20Image%20Annotations&author=Ranjay%20Krishna%20et%20al&contentID=10.1007%2Fs11263-016-0981-7&copyright=The%20Author%28s%29&publication=0920-5691&publicationDate=2017-02-06&publisherName=SpringerNature&orderBeanReset=true&oa=CC%20BY


benefit was however lost when a non-descriptive back-
ground was used with randomly placed objects on it.
Draschkow et al. [44] conclude that scene semantics help
to produce a representation that supports human mem-
ory. Le-Hoa Võ and Wolfe [45] describe this knowledge
of scenes linking it to episodic and semantic memory.
Humans use these different types of memory, where the
former can be described as having seen a room before,
and the latter as being familiar with common patterns
and positions in rooms. These common patterns and po-
sitions can be described as a scene grammar. For example,
it is to be expected that different types of cutlery are close
to each other in a scene and that the knife is usually on
the right of the fork.

The above has led to approaches that impose a gram-
matical structure on a visual scene. This has been on
different scales, for example, only on objects, on specific
structures such as roads, or very general on entire scenes.
Here we discuss some of these structures and analyze
their design goals and applicability. One such grammar
was created to analyze the design of general objects, like
chairs and tables [46]. The grammar is trained such that
it parses objects into parts. It is trained jointly with a very
descriptive caption using a contrastive loss between the
image and the sentence parse tree. Another grammarwas
constructed to form road networks [47, 48]. Here a gram-
mar is trained from annotated image data of roads. Based
on this, the rules are learned for road layouts. For in-
stance, given a city road, there must be sidewalks, maybe
a bicycle lane, and the roads are a bit more narrow. Using
these grammars, they can create better 3D generations
of roads for experimenting in simulations.

An alternative approach to scene grammar studies is
to ask participants to place objects in a room and probe
their memory afterward [49]. By asking participants to
either place objects according to grammar or randomly,
and afterward do a surprise recall test where they had
to reconstruct it, they found that the processing time in
the random setting was much higher. Furthermore, they
noticed that during building the participants tend to grab
the larger global objects early on and the smaller local
objects later. This hints a the structure of the grammar
is based on constituencies. An example interpretation of
a scene grammar is shown in Figure 5. First, the larger
objects of a room are placed, such as the sink and the
bathtub, later the smaller items are placed around it in
phrases such as the sink phrase, which holds items like
toothpaste and a toothbrush. Thus, the global objects are
used as ”anchors” that can guide visual search [49].

The above works show that the structure or grammar
that can be recovered from images is primarily spatial.
For this reason in our preliminary experiment described
below, we rely on distances between objects in the 2D vi-

Scene:

Phrases:

Anchors:

Objects:

Figure 5: Example of a scene grammar schematic hierarchy
of a bathroom scene. It shows the early placement of large
”anchor” objects and the grouping of smaller objects around
them as ”phrases”. Figure recreated following [6].

sual scene. For building a structural representation of the
2D visual scene, we consider its objects and their spatial
positions in the scene. Objects are represented by their
bounding boxes where we consider the 2D coordinates
of the center of the bounding boxes. We assume that
the structure of a visual scene is determined by objects
that interact and consider the distance between objects
in the scene as a measure of this interaction. We do not
normalize the size of the object bounding boxes, as in
the experiments below we will compare the structure of
a visual scene with a selected type of language structure
that describes that image, and do not compare object
boxes across images. As a distance metric, we use the
Euclidean distance (in image pixels) between the center
of two bounding boxes.



4. Finding Correlations between
the Structure of Visual and
Language Data

There is no research or proof yet on finding correlations
between the structures found in visual and language data.
However, when looking at different Electroencephalo-
gram (EEG) studies that discover brain responses, similar
brain responses were found when subjects saw seman-
tic inconsistencies in visual or linguistic data [1, 2, 3, 4].
Similarly, a correlation between the brain responses can
be found when examining syntactic inconsistencies in
both language and visual data [3, 5]. Noteworthy is that
in the study by Cohn et al. [5], they made use of con-
stituency structures describing the narrative of comics.
This shows that grammatical systems could exist in other
modalities, such as the visual narrative, and that incon-
sistencies in the syntax are processed similarly to text.
Other modalities where grammars are proposed are in
drawing [50], music [51], and in personal relations [52].
Grammatical structures are thus strongly present in hu-
man understanding and processing in many different
paradigms.

While there are indications that the brain responses
can be similar regarding semantic and syntactical struc-
tures for language and other modalities, it is not evident
yet that the processing is equal. However, Võ et al. [6]
states this is most likely a continuum that requires further
investigation.

In the preliminary experiments below we study the
correlations found between the detected structure of the
visual scene and the detected structure of its language
description. For the latter, we consider its constituency
tree, its dependency tree, its scene tree, and its scene
graph.

5. Preliminary Experiments

5.1. Data Set
Our data set is composed of 483 captions assigned to 145
images selected from the Flickr30K dataset [53]2 with
the Entities extension [54]3. The image-caption pairs
were selected because of the overlap with the images
and corresponding scene graphs of Visual Genome [33]4.
With the Flickr30K-entities we have a direct alignment
between nouns in the caption and object bounding boxes
in the image, which is needed when we compare im-
age structures with dependency trees, constituency trees,

2https://shannon.cs.illinois.edu/DenotationGraph/
3https://bryanplummer.com/Flickr30kEntities/
4https://paperswithcode.com/dataset/visual-genome

and scene trees obtained from the image captions. The
captions were parsed into constituent and dependency
trees with the Spacy parser5 and the Berkley neural con-
stituency parser [55]6. For obtaining the scene trees we
relied on the Multi-modal Probes code base [27]7.

5.2. Correlations between the Language
Structure and the Visual Structure

The most interesting experiments regard the cross-modal
correlations, where we compare the structure found in
the images and the structure in the language descriptions.
Here we compare two graph structures each composed
of nodes and edges, and the distances between two nodes
in the graph structure as defined above. This allows us,
for instance, to explore how well the distance between
objects in the physical world is captured by language.
The distances computed between objects in an image are
compared with the distances of objects in the language
graphs that describe the images. In the cases where de-
pendency trees, constituency trees, and scene trees are
used as structural language descriptions, the shortest
path between head nouns inside the caption is computed.
In the case of scene graphs, we compute the shortest path
between labeled nodes of the scene graph.

When computing correlations, we mainly rely on rep-
resentational similarity analysis (RSA) [56]. This analy-
sis technique allows to quantitatively compare measure-
ments of different modalities. The first step of the RSA
is to derive the representational dissimilarity matrices
(RDMs), which characterize the information carried by a
given representation (in our case the RDMs contain the
distances between objects computed in the respective
modality). Then, for each RDM, we select and vectorize
its upper triangular matrix (excluding the diagonal) to
then calculate Spearman’s rank correlation ρ between the
vectorized RDMs. Furthermore, we report Spearman’s
rank correlation directly over the distances as well.

We will express the RSA and Spearman’s rank corre-
lation by analyzing their distribution of results for all
the graph-image pairs. We report the scores at the three
quantiles, so 25% of the pairs have a score below the one
at Q1, 50% of the pairs below the score at Q2 (the median),
and 75% of the pairs below the score at Q3.

5.2.1. Correlations between the Visual Structure of
the Image and the Constituency Parse of the
Caption

We create the constituency tree of each image caption
and compute the distance between the head nouns con-
nected through the constituency tree. The distribution

5using the en_core_web_md model https://spacy.io/
6https://spacy.io/universe/project/self-attentive-parser
7https://github.com/VSJMilewski/multimodal-probes

https://shannon.cs.illinois.edu/DenotationGraph/
https://bryanplummer.com/Flickr30kEntities/
https://paperswithcode.com/dataset/visual-genome
https://spacy.io/
https://spacy.io/universe/project/self-attentive-parser
https://github.com/VSJMilewski/multimodal-probes


Table 1
The quantiles of the Spearman rank correlation and the RSA
metric computed considering the distance between objects in
the image and the distance between their corresponding head
nouns in the image caption, according to the constituency
tree.

Spearman Correlation RSA

Q1. Q2 Q3 Q1. Q2 Q3

0.49 0.76 0.91 -0.03 0.55 0.81

Table 2
The quantiles of the Spearman rank correlation and the RSA
metric computed considering the distance between objects in
the image and the distance between their corresponding head
nouns in the image caption, according to the dependency tree.

Spearman Correlation RSA

Q1. Q2 Q3 Q1. Q2 Q3

0.51 0.75 0.9 -0.03 0.53 0.81

of correlation scores between distances for objects in the
image and path distances in the tree are shown in Table 1.
The correlation between the image and the constituency
tree is in general positive, which confirms our assump-
tion that the increased distance between the head nouns
in the constituency tree represents an increased physical
distance between the objects of the real world. However,
the strength of the correlation is modest, even if the third
quantile is quite high for both RSA and Spearman rank
correlation.

5.2.2. Correlations between the Visual Structure of
the Image and the Dependency Parse of the
Caption

We create the dependency tree of the image caption
and compute the distances between the connected head
nouns in the tree. We compare these with the distances
between the objects that correspond to the head nouns
in the image. The distribution of correlation scores is
shown in Table 2. The correlations of the distances are
very similar to the correlations with the constituency
trees from the previous subsection. The correlation is
positive meaning that increasing the distance between
the head nouns of the dependency tree is represented in
the real world by an increased distance between objects.
Again the correlations are moderate indicated by the me-
dians at 0.5 and 0.75 for the RSA and Spearman rank
correlation. However, the moderate correlation can be
expected especially considering that sometimes we can
indicate the location through language by connecting an
object with a reference place. While the two head nouns
are closely connected, in the real world the head noun

Table 3
The quantiles of the Spearman rank correlation and the RSA
metric computed considering the distance between objects in
the image and the distance between their corresponding head
nouns in the image caption, according to the scene tree.

Spearman Correlation RSA

Q1. Q2 Q3 Q1. Q2 Q3

0.59 0.9 0.99 0.0 0.69 0.89

Table 4
The quantiles of the Spearman rank correlation and the RSA
metric computed considering the distance between objects in
the image and the distance in the scene graph.

Spearman Correlation RSA

Q1. Q2 Q3 Q1. Q2 Q3

0.89 0.99 1.0 0.88 0.99 1.0

that represents the place might be broader or at a larger
distance in space.

5.2.3. Correlations between the Visual Structure of
the Image and the Scene Tree of the Caption

We create the scene tree by processing the parsed de-
pendency tree (from the previous subsection) such that
it only contains the head nouns matching with image
objects. We compared the distances between the head
nouns in the scene tree and between the objects in the im-
age. The resulting distribution of correlations is shown
in Table 3. Comparing with the results reported for the
dependency and the constituency trees, we see that the
correlation scores are higher for the case of scene trees.
This might be due to the depth of the scene trees which
is in general smaller than the depth of the dependency
and the constituency trees. While for the RSA metric
the first quantile is still zero, the median is 0.69 and the
third quantile is almost 0.9. This indicates that half of
the scene trees have a good correlation with distances
in the image. For the Spearman rank correlations, the
scores are even better, with a median of 0.9 and a third
quantile of 0.99. This would mean that a quarter of the
scene trees are perfectly correlated with the distances in
the image.

5.2.4. Correlations between the Visual Structure of
the Image and the Scene Graph that
Describes the Image

Here we compare the distances between object nodes
in the scene graph with distances in the corresponding
image. Note that in the previous subsections, the head
nouns in the caption decided on the object boxes in the



image, while here scene graphs are not associated with
captions but form their own language and alignment with
object boxes in the image. We show the distribution of
correlations of the computed distances in Table 4. We no-
tice very high correlations with a median of 0.99 for both
the RSA and the Spearman rank correlation. This is as
expected since the relations of the visual genome are de-
fined through the definition of smaller subregions indicat-
ing mostly just one relation (see Section 2.4). Therefore,
objects far apart in the image, are probably not annotated
together in a region.

6. Discussion and Open Questions
In our preliminary experiments, we looked at the cor-
relations between object distances in different language
structures and spatial distances in the image. The results
for this are reported in Section 5. There is a clear dif-
ference in correlations between the different language
structures used.

Both the well-established language grammar parses
have very similar results and both show a positive cor-
relation with distances in the image. This fact means
that increasing the distance between two objects in the
physical world is represented by a higher distance be-
tween the corresponding head nouns in the dependency
and constituency trees. However, the correlations are
moderate given that we can connect through language
not only very short-distance objects but also object with
a large spatial distance (i.e., objects that shows location).
The language grammars are designed to bring structure
to language such that common patterns are easy to un-
derstand when communicating. These structures have
limitations in describing the world.

It is surprising that there is no difference in correla-
tions between the dependency tree paradigm and the con-
stituency tree paradigm. In Section 3 we discussed scene
grammars and the possible structure humans impose on
the world. These grammars seem to be hierarchical in
nature and can be seen as constituency trees. However,
this can be explained that the language constituency tree
creates phrases for groups of words in the sentence close
to each other in position, while placing nouns in differ-
ent noun phrases. However, the scene grammar would
group the objects (described by nouns) close to each other
around an anchor object.

For the scene tree, we notice much higher correlations,
even though it is a reduced version of the dependency tree
to only the head nouns. However, note that in either case,
we are only computing distances between the head nouns.
In the dependency tree, the path between these nodes
has to go through the entire sentence, possibly drastically
changing distances, while in the scene trees, these paths
are much more direct. We also notice a large difference

in the distributions for RSA scores and Spearman rank
correlation scores. 50% of the pairs have a Spearman rank
correlation higher than 0.9. It is possible that the scene
tree has become more flat compared to the dependency
tree, making it more trivial. In this case, the RSA is
probably more informative and a better measure of the
correlations.

For the scene graphs, we notice that the distances be-
tween head nouns almost perfectly align with the dis-
tances in the image. While the scene graph is a language
structure, it is constructed directly from observations
from the image already creating an immediate correla-
tion. As already mentioned, the annotations are created
based on small regions, causing close objects to be di-
rectly mentioned in the regions, while further objects
are only connected through multiple steps in the graph.
Despite these results, the scene graph is not a perfect
structure. On average, each scene graph has 35 objects,
26 attributes, and 21 pairwise relationships between ob-
jects per image. This is very dense and is caused by the
many region descriptions. When looking at the example
in Figure 3, we notice that many of the objects are already
mentioned in the descriptions and directly connecting
them, including many very specific details, i.e. all the
details about the girls’ feet such as the toes, the bottom of
them, that they are bare, and that the toes are bare. These
mentions can easily be derived through common sense
reasoning and it could help to exclude them to have a
more understandable graph. The number of descriptions
and details results in many very short paths, which could
partly explain the higher correlation scores.

Information in the scene graphs is often repeated. For
example, in Figure 3, the laptops are separately described
for each person, but also several times collectively with
different sentence structures and details. Furthermore,
because of the free-form text of the descriptions, the
labels for all annotations are extremely sparse (despite
mapping everything to their WordNet synsets [34]), and
there is no rule on how the relations should be ordered.
Take for example the relations between the shirt and the
man in Figure 3, it both says that the man is wearing
the shirt and that the shirt is on the man. This makes it
more difficult to study common graph patterns and struc-
tures and contradicts the hierarchical nature of objects in
scenes, hypothesizes for the scene grammar in Section 3.

Open questions For language grammar, extensive re-
search on large corpora has properly established the dif-
ferent types of grammar and its rules. For other modali-
ties, studies regarding grammar are only scratching the
surface. Võ et al. [6] have found evidence that there are
some structures in visual data that appear to be like a
grammar. However, the studies are mainly coming from
a psychological standpoint. This raises the question of
whether similar clues can be found from a more data sci-



Figure 6: Example of image-language relations extracted
with CLIP [10]. The heat map visualizations are computed by
applying GRAD-CAM [57] over CLIP. Source images: COCO
2017 validation dataset.

ence standpoint. By extending such research to different
modalities and designing new datasets and annotations,
we can improve our understanding of how humans pro-
cess scenes and the visual world, and how this processing
correlates to our language.

In the current study, we measured correlations of ob-
ject distances between language structures and visual
structures. From these, it is still difficult to infer to what
extent language structures have influenced the way hu-
mans see or organize the physical world, or vice versa.
More research is here needed. Moreover, more fine-
grained syntactical or semantic structures could be stud-
ied when inferring this influence.

How can such studies help to create better content rep-
resentations used in artificial intelligence? The current
visio-linguistic foundation models have already made
substantial progress towards capturing even the most
subtle relations between language and the physical world
that go beyond only recognizing objects in the images.
For example, the CLIP model [10] can identify the regions
of the missing objects by relying on semantic concepts
that connect the missing objects with the already avail-
able objects in the image, following the human way of
thinking [58]. Considering Figure 6, CLIP identifies the
region of shoes for a barefoot person and the region of
clouds in the cloudless sky. The visio-linguistic founda-
tion models, exemplified by CLIP in Figure 6, can also de-
tect semantic but non-visual concepts like actions. When
asking CLIP to detect the region of the verb “grabbing”,
the model knows that the dog is grabbing a frisbee and
the selected region is represented by the dog’s mouth and
frisbee. Similarly, the region of the verb ”standing” is rep-
resented by the man’s legs. While these capabilities are
impressive, they raise the question of what structures are
learned. Has it learned a semantic and syntactic memory
for positions and interactions of objects in scenes, similar
to those in humans [49]? It could help in the discovery
of a scene grammar by further investigating the capabil-
ities of foundation models and how well their learned

representation correlates to the human structuring of
scenes.

7. Conclusion
In this work, we explored the commonalities between
structures in language and in visual scenes. While finding
some common structures and patterns in how humans
process visual scenes and language, it is not evident to
correlate language structure with image structures. With
some preliminary experiments, we found some good cor-
relations between some of the existing language struc-
tures and object locations in images.

With these experiments and the created overview of
existing structures, we were able to state some of the
open questions. We hope that this overview can lead
to better collaborations between the different fields of
natural language processing, computer vision, and psy-
chology aiming to better understand how the world is
structured and the influence of language and of the phys-
ical world on that structure. Such studies might pave the
way to improved representations of language and visual
content that take into account structural knowledge.
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