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Abstract
In the past few years, the research field of Hybrid Intelligence (HI) has progressed due to an increased human-centered focus
on AI. In this paper, we propose a function design for embedding a hybrid intelligent system in the context of a societal
relevant use case - lifestyle support for Type 2 Diabetes patients. The novelty of this paper is that we used co-design sessions
with diverse stakeholders, such as general physicians, lifestyle coaches, diabetes researchers and healthcare IT professionals,
to come to this design.

We explain our vision on HI for this use case and highlight key functions in that vision: 1) a support function to construct
and update a holistic patient profile through inclusive and longitudinal personalized interaction; 2) a patient prioritization
function for a consultation with a healthcare professional (HCP); and 3) a function enabling the shared decision-making on
the goals the patient should pursue. These functions are designed with the context of users and system in mind, accounting
for the unique contextual factors that make each diabetes patient unique and in need of context-aware support. In future
work, we create a demonstrator based on this design and evaluate it with end users, ultimately improving quality of life of
diabetes type 2 patients and supporting the work of HCPs.

Keywords
Hybrid Intelligence, Human-Machine Interaction, Human-Centered AI, Machine Learning, Knowledge Representation

1. Introduction
As of 2019, more than 703 million people were aged over
65 and it is expected this will more than double to 1.5
billion in 2050 [1]. Many elderly suffer from diseases
such as Type 2 Diabetes as a result of a life lived in urban
surroundings with an unhealthy lifestyle and environ-
ment [2]. These statistics suggest a future where the
quality of life of millions is decreased drastically as they
grow older. Furthermore, affordable healthcare is under
immense pressure due to these developments. Many
chronic diseases such as diabetes type 2, cardiac dis-
eases and chronic obstructive pulmonary disease (COPD)
are caused primarily due to lifestyle choices. Therefore,
adapting a healthy lifestyle could help combat the chal-
lenges facing affordable care in the future. Technology
and digitisation can be a solution to motivate people to
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change their lifestyle to prevent or mitigate the effects
of lifestyle related diseases like diabetes [3]. However,
many of such tools fail over time as they do not account
for a patient’s context, show a novelty effect that wears
off quickly [4], and lack integration in a patient’s life and
the healthcare support they receive [5].

A more personalized, persistent, intelligent and inte-
grated digital support is needed to adhere to the complex
context of a patient’s lifestyle. Hybrid Intelligence (HI)
could provide such a solution [6], entailing Artificial
Intelligence (AI) that augments the human healthcare
information and knowledge processes concerning a pa-
tient’s self-care. A HI system uses AI and interaction
technologies that explicitly accommodates human intelli-
gence or cognition, such as sharedmental models, mutual
explanations, human-in-the-loop machine learning and
interactive feedback. We argue that a holistic perspec-
tive is needed to design effective support functions that
account for the social-economic context of patients and
healthcare professionals. For example, when a patient
has a low social-economic status, a lifestyle change can be
out of reach due to a lack of understanding how lifestyle
affects their health, limited finances to eat healthier or
becomemore active, reduced access to quality care, social
connections demotivating any contact with healthcare
professionals or to enact a lifestyle change, and a lack of
a long term view due to pressing current problems such
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as debts and unemployment.
This paper aims to show how Hybrid Intelligence can

serve as a solution for large societal problems by incor-
porating human context. We present three functions
encapsulated in a HI system derived from a co-design
process to support a long-lasting lifestyle change to pre-
vent, reverse or mitigate diabetes in patients. This co-
design process was followed with diverse stakeholders
to arrive at human-centred and context-aware designs
of AI-based functions. The three designed functions are;
1) a support function to construct and update a holistic
patient profile through an inclusive and longitudinal per-
sonalized interaction to capture the patient’s context; 2) a
patient prioritization function to support healthcare pro-
fessionals (HCP) to plan consultations with patients who
need it the most; and 3) a function enabling the shared
decision-making between patient and HCP on what goals
the patient should pursue. These functions attempt to
combine the patient’s context captured in their profile
with what is medically the best course of action. The
resulting HI system consists of a three-fold interaction
between AI system, patient and HCP. These functions
require the integration of technologies such as Hybrid
AI [7], counterfactual explanations [8], usermodelling [9]
and personalized conversational AI [10].

In the next section we explain related work in Hybrid
Intelligence. Section 3 dives into Type 2 Diabetes. Section
4 explains our co-design process, the resulting identified
functions and our vision how a HI system can be used in
this use case. Section 5 concludes this paper.

2. Related Work
Hybrid Intelligence (HI) combines human and artificial
intelligence, utilizing the complementary capabilities of
each to realize the best overall performance for the stake-
holders at the level of individuals, groups and society;
a joint human-AI performance that is better than each
of the two could realize separately [11, 6, 12]. HI is an
emerging research & development (R&D) field and, con-
sequently, few comprehensive applications have been
implemented yet [13].

Three levels of HI can be distinguished to relate, as-
sess and plan for R&D progress [6]. Higher levels entail
greater mutual complementation of the human and ar-
tificial intelligence in comprehensive human-AI collab-
orations, in which the joint performance substantially
exceeds the best individual performance of the AI and
human. Hybrid AI (HAI) frameworks have been pro-
posed and developed that combine data- and knowledge-
driven methods and models in decision-making pro-
cesses [7, 14, 15]. Such HAI frameworks can discover
patterns from data not yet known to experts while at the
same time incorporate the knowledge of those experts.

This capability is deemed necessary for AI systems to be
effective in the healthcare domain [16], and can already
result into joint performances that exceed the individual
performances of AI or human experts [17].

The first level of HI centers on explainability: the AI
system and involved humans can explain themselves ef-
fectively to facilitate knowledge transfer [18]. An AI
system typically takes the role of advisor at this level
(i.e., suggests a patient to be more active). Explainable AI
(XAI) is needed to establish appropriate levels of under-
standing and trust, and a responsible human-AI collabo-
ration [19, 20]. Technologies to generate counterfactual
explanations for instance, allow humans to probe the
behaviour of an AI system [21]. XAI is increasingly ap-
plied within the healthcare domain (i.e., see the review
by Adadi and Berrada [22]).

The secondHI-level centers on interactivity: the AI sys-
tem and humans closely interact with each other to arrive
at a common decision. This level expands on knowledge
transfer towards collaborative decision making, where
the AI system can arrive independently at decisions. Of-
ten a shared-decisionmaking (SDM) approach is taken, in
which clinicians and patients share their best available op-
tions and patients can achieve informed preferences [23].
SDM is considered to improve patient autonomy and con-
trol in decision-making, by helping to fit decisions more
adequately to their values [24]. HI can assist both patient
and clinician in collecting all the relevant information
and can continually adapt to new patient’s needs and
clinicians insights. For that, the decision-making pro-
cess has to be designed, for instance with team design
patterns [25, 26]. With the development of sophisticated
language models, conversational agent technologies of-
fer more inclusive ways for human-AI interactions, such
as a digital coach for low-literates [27] and chatbots for
inclusive learning [28]. This technology leads to new
opportunities to support user groups with a low digital
literacy with AI systems [29, 30]. An example of this is
the HELENA support tool, which gathers patient infor-
mation through a conversational agent [31].

Finally, the third HI-level centers on symbiosis: the col-
laboration between AI system and human achieves a high
degree of interdependence and adaptivity that results in
intricate joint decision-making. This requires personal-
ization, as both the human and the system need mutual
updates. Each patient has a different context, and based
on that different needs and goals. The potential to aid to
those specific contexts is widely recognized [32, 33, 34].
With AI and data science granting the opportunity to pre-
dict health-related outcomes for patients, personalization
of information seems to be an excellent opportunity to
improve understanding and acceptance by patients [35].
Also, generic information is harder for patients to apply
to their own situation [36].

As one of the first of its kind, the PAL system inte-



grated the HI-enabling technologies to support the dia-
betes self-management of children with Type 1 Diabetes
Mellitus [37]. In a participatory socio-cognitive engineer-
ing process, the AI-agents were developed as partners in
a hybrid human-AI team (HI-level 1), consisting of these
agents, the children, health-care professionals and par-
ents, to enhance this self-management. The AI modular
system consisted of a common ontological knowledge-
base, and HAI-models for the (joint) decision making and
reasoning processes (e.g., for the conversational agent
and robot, time-line, educational games, and dashboard
modules) [38].

3. Type 2 Diabetes
Diabetes is a major public health concern. The WHO
observed 422 million patients world wide in 2015 [39], a
number expected to grow to 642 million in 2040. Type
2 diabetes (T2D) accounts for roughly 95 percent of all
cases. A patient with diabetes faces an up to four times
the risk of developing heart disease [40]. Additionally, it
is one of the main causes behind kidney disease and re-
lated deaths, amongst other health risks such as cataracts
and others [41]. The major driver behind the large num-
ber of T2D is being overweight, approximately 60 percent
of cases, caused by an unhealthy lifestyle [42]. Interven-
tions aimed at weight loss and overall fitness increase
have been shown to be excellent prevention strategies.
Furthermore, they have shown to be beneficial in dis-
ease management for diagnosed patients, reduce risk of
additional related disease such as kidney and heart dis-
ease and reduce the need for clinical treatments such as
insulin [43]. However, large challenges remain in the up-
take and prolonged use of such interventions, specifically
when the aim is to create sustainable lifestyle change.

The challenge is then to help a patient change their
lifestyle towards a more healthy one. Changing one’s
lifestyle is not an easy task [40]. Factors can vary from
lack of understanding about the disease, deteriorating
mental health, difficulties in the social setting such as
loss of jobs, housing or other social challenges and bad
habit formation, among others. To achieve a long-lasting
change in lifestyle, a healthcare professional is required
to know the complex factors underlying behavior pat-
terns – alongside relevant medical data – to arrive at
an advice for a lifestyle change that is both beneficial
and attainable for the patient [44]. However, large scale
behavior change interventions are difficult to implement
in the regular health care setting. They are resource
intensive, where resources of health care professionals
typically are limited.

Technology driven lifestyle interventions have the po-
tential to tackle these resource barriers. Advancements
have been made in AI for digital health technology in

recent years. Several studies have demonstrated the effec-
tiveness for weight management and physical activity of
highly tailored and adaptive digital behavioral interven-
tions, such as goal setting, human-based phone coaching,
weekly tracking, incorporating digital measures such as
scales and wearable devices [45, 46, 43].

However, the majority of these interventions are data
collection and prediction tools and offer minimal interac-
tions with a patient (1). Furthermore, these AI systems
struggle to go beyond what they have been trained to
do (2). They cannot learn new concepts or adapt to a
new user without manual intervening (e.g.: adding new
features and updating the software) or adapt to a user
over time. Finally, patient participation in the medical
treatment process is often lacking, thus under-utilizing a
potent source for motivation on the side of the patient
(3) [47].

4. Hybrid Intelligence Function
Designs for Diabetes Lifestyle
Management

The goal of the designs is to overcome these three short-
comings of the current state-of-art mentioned in the pre-
vious section. We aim to demonstrate that AI-based sup-
port systems can progress towards advanced HI systems,
in which AI-technology truly collaborates with patients,
their doctors, specialists, family and friends and poten-
tially others, thus interacting possibly with a patient’s
entire context. This way, long-lasting changes in a pa-
tient’s lifestyle can be established to prevent diabetes,
to maintain or increase their quality of life, to prevent
additional diseases from occurring, and potentially to put
the diabetes in remission [48].

To show the potential of HI, two sessions were held
with general physicians (GPs), lifestyle coaches, diabetes
researchers and healthcare IT professionals. Co-design
activities were used during the sessions to identify the
main stakeholders of the use case and their problems.
These problems were prioritized to select the stakeholder
groups that would benefit the most from digital support.
Aside from supporting the patient stakeholder group, sup-
port for the GP was identified as vital for achieving a long
lasting lifestyle change. Personas were made for both.
The patient persona described an older adult with critical
health risks and difficult barriers such as low health- and
digital-literacy as well as a low social-economic status.
The GP persona described an expert in their field moti-
vated to help patients to their best of ability but suffering
from tremendous workloads1. This served as the basis

1The GP persona was driven by the Dutch healthcare system
which experiences a shortage of personnel combined with an in-
crease in patients.



Figure 1: An overview of the main functions identified from co-design workshops with experts that rely on hybrid intelligence
technologies. Depicted are the patient and general physician (GP) with their goals. The questionnaire and profile comprise the
first function, the prioritization the second and the advice on lifestyle change the third.

for creating storyboards describing supportive functions
for the patient and GP separately, and the consultation
where both participate. With the help of these story-
boards, AI and HI experts isolated functions that require
advanced AI and interaction technologies. As such, a
realistic readiness assessment and designs were made
needed in the described use case.

Three means of digital support resulted from this pro-
cess; 1) the creation and updating of a holistic patient
profile on their social environment and values, 2) the
prioritization of patients based on their need, willingness
and readiness to change their lifestyle, and 3) providing
advice on an appropriate lifestyle change. These three
main functions are depicted in Figure 1 and explained in
the following subsections. The next section describes the
storyboard created based on these functions.

4.1. Patient Profile
The first main function serves as the basis for the other
two. It consists of creating and updating a holistic profile
about the patient. In particular a profile about their social
environment (e.g., relations, financial status) and values
(e.g., family, health). It was identified during the sessions
that such a profile is vital to arrive at an effective and
personalized lifestyle advice. As it uses the patient’s con-
text to signal if they are willing and capable of changing

their lifestyle and what would motivate them to do so.
However, there is often no time during a consultation to
identify such elements besides discussing medical test
results, symptoms and medication. Longer consultations
or planning more of them is also not possible, as HCP
often does not have the work capacity to do so. Instead, a
functionality was defined and subsequently worked out
by AI and HI researchers to create and maintain such a
profile automatically.

This function was envisioned to conduct brief mixed-
initiative interaction sessions with patients to construct
a profile. This profile would need to model their current
lifestyle, past attempts to change it, their drives to do
so, and their barriers. These drives and barriers would
be modeled as patient values and capturing the social
and economic context of that patient. These system-
patient interaction sessions would need to be inclusive
and personalized, to fit with a patient’s health and digital
literacy.

Several HI technologies were identified to enable this
envisioned functionality. First, the AI system would need
to determine when a patient’s profile is in need of an
update. Then it would need to ask the patient follow-
up questions to add or update any information. Where
needed, the AI system would need to explain why it asks
certain questions. It would need to do so in a way that
motivates the patient to answer the questionwhile ideally



improving their health literacy. An ideal form to do is, is
through brief conversations where AI system and patient
can converse on raised topics related to their lifestyle
and values while relating to their social and economic
context. Through these conversations we foresee an
accessible means for a patient to interact, as it requires
little digital literacy [30]. Furthermore, the free format of
text allows the AI system to adapt its questions and way
of phrasing to the estimated language level for inclusivity
and to maximize the acquired information. However, it
does require an advanced conversational AI technology
combined with reasoning about knowledge structures.

4.2. Patient Prioritization
Amajor challenge identified during theworkshopswas to
reduce the workload of GPs while helping them integrate
effective lifestyle advice in their consultations. To do so,
a second function was envisioned that provides a way for
the GP to prioritize patients based on their contextualized
profile. This function allows the GP to take more control
over their own workload by making informed decisions
about when a consultation is needed. This could also
prevent under- or over treatment. As a consequence,
the GP’s way of working changes. Currently they have
periodically consultations with all patients, whether that
timing is appropriate or not. With this change, they can
consult patients who need it more often and patients that
receive little to no benefit of them less often. We believe
this could also make the work for a GP more enjoyable,
as their consultations are likely to feel more effective and
relevant.

This support would entail the AI system prioritizing
each of the GP’s patients based on how much they would
benefit from their GP’s lifestyle advice, based on the pa-
tient’s profile. For example, when the profile indicates a
failed lifestyle change, or when it shows a new or changed
value such as “family support” or “improved financial sit-
uation”. These kind of changes could all signal that the
patient would benefit from advice, making a consultation
on it more effective and rewarding for both patient and
GP. However, the point was raised during the workshop
that this prioritization would entail a combined data- and
knowledge-driven approach. An AI system can learn
from data what makes a patient willing to change their
lifestyle, but new domain knowledge can also reveal sim-
ilar incentives. This would also mean that the way in
which the AI system prioritizes could change as it learns
and that the GP is able to improve upon the knowledge
the AI system uses.

The identified required HI technologies accommodate
human and artificial intelligence, where the AI system
is behaving both in data- and knowledge-driven ways,
for example using rules based on expert knowledge and
a machine learning model to predict an ideal visit fre-

quency. In addition, the success of this function requires
the AI system to explain how it arrived at a prioritization
to allow for informed and responsible decisions what
patient to invite. Similarly, the GP would need to be
supported in adding or changing the knowledge the AI
system uses. This way both AI system and GP can learn
from each other and collaboratively arrive at a patient
prioritization.

4.3. Advice on lifestyle changes
Currently a GP mostly discusses medical data, risks and
lab results with patients. Based on the co-design activities
this, however, seems to be changing towards discussing
a patient’s social-economic context as well as required
lifestyle changes. We envision that the AI system can
support in such consults by proposing potential lifestyle
changes that are likely to be adopted by the patient and
become a long lasting change. The AI system would
provide this advice based on the patient profile and thus
account for their social-economic context as captured in
their drives, barriers, current lifestyle and past attempted
changes. We argue that an advice based on such elements
will support the GP in providing a more holistic and
personalized advice. Furthermore, the AI system can
readily involve the patient during this process by letting
them explore potential changes that might fit them. Their
feedback can be communicated to the GP, either just
before or during the consult.

A three-fold interaction between patient, GP and AI
system was designed during the workshops. The role
of the AI system is to facilitate the collaborative deci-
sion making process towards a personalized advice for
a lifestyle change. A wide variety of support was identi-
fied for the AI system to fulfil in this role. For instance,
collect feedback from the patient before the consultation
on likely changes to serve as input for the actual con-
sult, provide explanations to both why certain changes
may or may not result in a long lasting change for this
patient, allow the GP to review the history of advised
and attempted changes, and many more. Which of these
functions are actually required should first be researched
through more specific co-design sessions with the GP
and patients.

Aside from these more complex functions there is a
more basic functionality of the AI system inferring one
or more potential changes that might be beneficial for
that patient. This can already be developed with the help
of Hybrid AI technologies and counterfactual reasoning
to utilize both data- and knowledge-driven approaches to
arrive at a counterfactual, i.e., a required lifestyle change.
Furthermore, co-learning techniques can be used that
allow both GP and patient to provide feedback on what
lifestyle changes are desirable. Such feedback can be
incorporated in the AI system’s knowledge base, either



Figure 2: Screenshots from the storyboard, created with Scenes

temporarily for the consultation or become persistent
new knowledge.

4.4. Storyboard
Once the initial ideas for the three different functions
were formed, storyboards were created. Storyboards are
a visual representation of showing how users are expe-
riencing the problem space, and how they are trying to
achieve their goals. It is a form of narrative prototyping,
and is usually done early in the design process. In this
use case, the storyboards helped to illustrate the context
of all three functionalities, in order for them to be fur-
ther specified. Based on the co-design sessions with the
stakeholders, two personas were created that reflected
the main stakeholders of the use case, being the patient
and the GP. It is important to note that the persona repre-
senting the patient was based on the common issues that
healthcare professionals painted. In further iterations,
patients themselves should be included in the design pro-
cess. During the process of making the storyboard, the

AI system was added as a persona as well, in the form of
a digital health coach, due to the degree of agency it has.

Although all three functionalities are represented in
the storyboard, we choose to let it mainly revolve around
the patient’s experience, rather than the GPs. The reason
for this is that the context of the patient is both a large
contributor to the prevalence of DT2, as well as a part of
the solution. In other words, contextual factors impair
the adherence to lifestyle changes, but mapping these
factors, and forming a patient profile can help dissolve
this impairment. Hence, the aim of the storyboard was
to illustrate how the patients’ context impacts their in-
teraction with the AI system, and how it can serve as a
way to personalize interventions and therefore lead to
sustainable behavior change.

The storyboard consists of four chapters. The first
chapter introduces the patient (our persona named Kees),
and reflects the challenges of having diabetes and pursu-
ing behavior change (moving more). The second chapter
shows the interaction between the patient and the AI
system (named Freek), inviting the patient to have a con-



versation. The AI system is presented to the patient in
the form of a digital coach, and asks the patient for their
values (such as it is important to be able to play with
grandchildren). After the patient shared some reasoning
behind his behavior, the digital coach uses that informa-
tion to give feedback and motivate the patient to help
them reach their goals. The third chapter demonstrates
the patient prioritization functionality, as it shows how
the patient is pushed in the system of the GP, due to
the identified motivation of that patient to improve their
lifestyle. The fourth and last chapter shows the consult
between the GP and the patient, and illustrated that both
actors can benefit from the HI system, since the con-
textual factors of the patient are known to the GP and
can therefore be more easily play a part in the conversa-
tion. A few screenshots of the storyboard are added in
figure 22.

All in all, the storyboards have insight into how the in-
teraction between the personas and the AI system could
look like. By translating the use case into a tangible story,
certain discussions emerged, on of them being that the
context of the patient strongly hinders the reachability
of the patient. This lead to the conclusion that adaptive
timing is a very important feature, and that the AI system
should learn when the patient is most likely to interact
with the system. Another lesson was that the interac-
tion itself is unlikely to sustain for our persona, is the
conversation does not occur in a natural manner. The
functionality of a dialogue agent was added to prevent the
patient from dealing with complicated interfaces. Besides
these insights, the storyboards also serve as material for
future co-design sessions, to further iterate on them with
different stakeholder sharing their perspectives.

5. Conclusion and Future Work
Hybrid Intelligence is claimed to serve as a solution for
large societal problems. In this paper, we propose the
designs of three support functions of an AI system in the
context of HI to support a long-lasting lifestyle change for
diabetes patients. Each of the functions have for the full
complex context of a diabetes patient at its basis, some-
thing that is lacking in other AI-based support functions.
The three functions were derived from two co-design
sessions with diverse stakeholders: 1) a support function
to construct and update a holistic patient profile through
inclusive and longitudinal personalized interaction; 2) a
patient prioritization function for a consultation with a
GP or other HCP; 3) a shared decision-making function
on the goals the patient can best pursue. These functions
require a diverse set of AI and interaction technologies to
be integrated, ranging from hybrid AI and explainability
to conversational AI and co-learning. In future work, we

2https://experience.sap.com/designservices/scenes

plan to create a demonstrator based on this framework
and test it with end users as well as further develop the
HI concept in this domain but also other domains.
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