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Affective Games Provide Controlable Context.
Proposal of an Experimental Framework

Laura Żuchowska and Krzysztof Kutt and Krzysztof Geleta and Szymon Bobek and Grzegorz J. Nalepa1

Abstract. We propose an experimental framework for Affective
Computing based of video games. We developed a set of specially
designed mini-games, based of carefully selected game mechanics,
to evoke emotions of participants of a larger experiment. We believe,
that games provide a controllable yet overall ecological environment
for studying emotions. We discuss how we used our mini-games as
an important counterpart of classical visual and auditory stimuli. Fur-
thermore, we present a software tool supporting the execution and
evaluation of experiments of this kind.

1 INTRODUCTION
Emotions constitute an important context for interpretation of human
behavior. Affective computing (AfC) is a field of study devoted to the
computer-based analysis, modeling and synthesis of emotions [14].
In our work in this area, we focus on the use of wearable and mobile
devices to support the acquisition and interpretation of bodily signals
in order to the detect changes of affective states and possibly recog-
nize the corresponding emotional states of subjects. We believe, that
the context-aware systems paradigm considered in computer science,
should take into the account the affective dimension [11]. Further-
more, the computer models should be personalized, i.e. take into the
account individual differences of human behavior, as well as person-
ality traits [8].

One of the principal challenges in the AfC experiments is the ac-
tual process to evoke individual emotions for the training and cali-
bration of computer models. In the psychological literature, some of
the typical experimental procedures assume the use of standardized
visual and auditory stimuli that are supposed to evoke the specific
emotions. From our perspective, such an approach is not sufficient as
the experimental situation very often does not seem natural to the par-
ticipant, furthermore it is not personalized. To tackle this challenge,
in our work we employ computer games as the source of specific,
rich, natural, yet controllable context to evoke emotions [12].

In this paper we present an experimental setup using affective
games to evoke emotions of the participants. The principal contri-
butions include: the design of original video games aimed at AfC ex-
periments, a framework for configuration of experiments using such
games, putting these two in the context of the BIRAFFE experiments
we conducted.

The rest of the paper is organized as follows: In Section 2 we dis-
cuss the detailed motivation of our work. Then in Section 3 we de-
scribe an experiment in AfC we conducted to acquire data on the
individual affective reactions. In this experiment we used a set of af-
fective games we specifically developed for this task, as described
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in 4. Furthermore, we realized that in order to provide flexibility of
such experiments, we should have a framework supporting the re-
configuration of such experiments for a range of game levels. We de-
veloped a prototype of such a framework, as described in Section 5.
A short comparison with other solutions is provided in Section 6. In
Section 7 we describe the evaluation of our work. We conclude the
paper in Section 8.

2 MOTIVATION

Research on emotions requires, on the one hand, a controllable ex-
perimental environment to evoke and detect and emotions, on the
other, natural conditions for experiments in order to minimize a pos-
sible discomfort for the participants. Video games seem to be a good
trade-off between these two extreme requirements. Games allow to
control the appearing stimuli and log everything that happened, espe-
cially the reaction times, Moreover, the environment is rich in stimuli
and allows for user interaction with objects, including emotionally
related interaction framed in the so-called Affective Loop [12].

“Regular” games, available on the market, do not meet the require-
ments of the experimental environment. First of all, they provide a
(too) rich environment in which the player may do (too) many things.
In such an environment, a very large sample size is needed to get the
right statistical power to draw conclusions, which makes experiments
difficult to conduct. Also, the use of machine learning methods will
not be trivial, as there are many variables in such case, some of which
will only be disruptive noise. Secondly, “regular” games do not allow
for the evaluation of emotions too often. The player is constantly en-
gaged in the game and interrupting it to complete the questionnaire
will reduce the immersion of the game.

These issues have been observed in our previous experiments [11]
including the BIRAFFE1 experiment [8]. To address them, a set of
mini games, with restricted experimental conditions, was created.
Each of them is built up on a very limited set of stimuli, with the
aim of evoking a limited set of emotional reactions. The following
sections describe an experiment called BIRAFFE2 (see Section 3) in
which three such games were used (see Section 4).

The BIRAFFE2 experiment has led to observation of further issues
that need to be addressed when conducting game experiments. In
particular, attention has been drawn to the fact that all mini games
should generate event logs in a uniform format to avoid additional
pre-processing steps when analysing the collected data. It is equally
important to implement questionnaires directly in the games, at the
end of each mini game. Filling out the questionnaires at the end of the
gaming session makes the impressions fuzzy and the self-description
may not be accurate enough.

Therefore, in parallel with the BIRAFFE experiments, a dedicated
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framework was developed to automate the preparation of game-based
affective experiments. It allows to generate an experiment template
with questionnaires between different levels and provides a database-
based logging interface. A detailed description of the framework can
be found in Section 5.

3 THE BIRAFFE2 EXPERIMENT

The BIRAFFE2 study included 103 participants (33% female) be-
tween 18 and 26 (M = 21.63, SD = 1.32), recruited among students
of the Artificial Intelligence Basics course at AGH University of Sci-
ence and Technology, Kraków, Poland and their friends.

It is a revised version of a previous experiment called BIRAFFE1
(Bio-Reactions and Faces for Emotion-based Personalization) de-
scribed in [8].The aim of the study was to collect physiological data
paired with behavioral data, which can then be used to develop mod-
els for prediction of emotions.

Behavioral data were twofold: from the part in which the subjects
played three games (for details see Section 4) and from the classi-
cal experiment, in which sound and visual stimuli (from IADS [2]
and IAPS [9] datasets respectively) were presented and then subjects
were asked to assess what emotions they evoked. Specifically, the
stimuli was presented for 6 seconds, what was followed by 6 seconds
for affective rating with the use of custom widget with 2-dimensional
space (valence and arousal). The whole behavioral data was collected
as a set of logs in comma-separated (CSV) files.

Physiological signals, Electrocardiogram (ECG) and Electroder-
mal activity (EDA), were gathered using BITalino (r)evolution kit,
as it is the most promising of cheap mobile hardware platforms (for
comparison see [7]). Besides ECG and EDA, during the experiment
also the following signals were collected: accelerometer and gyro-
scope from gamepad, facial images taken by webcam (every 250
milliseconds), screencast of the whole game session.

The whole protocol consisted of several phases:

1. NEO-FFI paper-and-pen questionnaire [15] for personality mea-
surement (approx. 10 minutes),

2. Physiological devices setup (approx. 2 minutes),
3. Baseline signals recording (1 minute),
4. Instructions and training (approx. 5 minutes),
5. First part of stimuli presentation and rating (17.5 minutes),
6. Games session (up to 15 minutes in total),
7. Second part of stimuli presentation and rating (17.5 minutes),
8. Three paper-and-pen GEQ questionnaires [5] (one for each game)

and gaming experience questionnaire (approx. 10 minutes).

The whole protocol lasts up to 75 minutes. Steps 3-7 were done on
a PC. All of them were controlled by the Python 3.8 with the use of
PsychoPy 3.2.4 library [13]. Participant interacted with the procedure
only with a gamepad.

4 EVOKING EMOTIONS WITH AFFECTIVE
GAMES

In order to support the game sessions of the experiment, three specific
affective mini-games were created [16]. The aim for all the games
was to create an immense amount of emotions in a short time. The
main obstacle was the inability to create an intriguing story, therefore
the whole section of narrative elements was discarded. The only way
of building an affective project was to make different sets of games
with a variety of mechanics and audiovisuals.

The simplest solution to create an emotional-changing environ-
ment was to revolve around the overall difficulty of games. While
making the neutral, peaceful stage can relieve stress for the player,
the loud and hard level can intensify the rage and increase heartbeat.
Therefore, three genres have been selected: roguelike, platform, and
maze. The first level is balanced to be an easy stage, supposed to de-
velop energetic, happy emotions. On the contrary, the second level is
extremely hard to beat, filled with traps, to give the sensation of un-
just and fury. This juxtaposition is important to the study, given the
sudden change. Last phase is neutral, without any emotion-boosting
elements, it exists to check the player’s decision-making, behavior
and bodily changes due to previous irritation. Additionally, a proper
collection of game patterns was implemented. For every stage, de-
pending on what emotions it should boost, from that collection sepa-
rate elements were chosen.

Figure 1. Stage 1: an example screen of the game

Stage one contains elements such as score tracking, weapons, en-
emies and looting. The finishing condition is elimination of all an-
tagonists – no stress-inducting time limit was implemented. The dif-
ficulty in this level was balanced by setting the damage per second
of the protagonist much higher than the one of the antagonist. While
players can shoot up to 5 projectiles per second, enemies can shoot
only one attack per second. Moreover, the speed of player’s projec-
tiles is 2.5 times higher for the default weapon. An additional blaster
was placed on a map, giving the possibility for the user to eliminate
the enemies even easier. Furthermore, in the case the subject is not
used to playing games, health points can be increased by picking up
heart-shaped objects. In order to unleash more fun and any form of
achievement-getting sensation, a score tracker is incrementing when
picking up money bags from the floor or from the killed enemy (the
amount of bags dropped from antagonist is random).

In the platform game (stage 2) traps and time limit were imple-
mented. Both of them are crucial in order to imply stress and rage.
Until the end of the game, the player has to go through the whole
level. However when the player dies, he respawns in the last check-
point – a yellow flag with letter ’C’; when touched, a happy, although
very distorted sound is played. There are two possible ways for the
protagonist to lose: falling down off the stage, or stepping into a spike
trap. Considering the fact that this level is supposed to be insanely
hard to get through, two additional traps were implemented to basic
blocks. The first type is an invisible block – before the protagonist
collides with them, they are not to be seen in any way by the user. If
the player dies after triggering the visibility, it is once again set to in-

Eleventh International Workshop Modelling and Reasoning in Context (MRC) @ECAI 2020 2

Copyright c© 2020 for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).



visible. Similar mechanics is once again used for next type of traps –
falling blocks. Once the collision with the user happens, blocks start
to fall down.

Figure 2. Stage 2: falling block
before trigger

Figure 3. Stage 2: falling block
after trigger

Figure 4. Stage 2: invisible block
before trigger

Figure 5. Stage 2: invisible block
after trigger

For the last game in stage 3 memorizing the way through a maze is
the only important part. No time nor score tracking is implemented.
Visuals are very simple, no distracting elements were added. The
choices made by the player are saved into logs, which will be dis-
cussed later on.

Size and shape of colliders were also adjusted to the game genre
and difficulty intended. For the first scene, the collider for the protag-
onist is smaller than his real model. It removes the feeling of being
hit before the projectile hits the player. On the contrary, in the sec-
ond game colliders are too big. Player can get hit by a trap before
he touches it with a model. This decision was made to enhance the
irritation and the feeling of unjust. For the last level, colliders were
adjusted to not hit the walls too often, so the movement will be pleas-
ant and smooth. Another intentional difference in stage two from
others is the protagonist’s movement. It was designed similarly to
the jumping mechanics, although it doesn’t stop at a certain speed –
the player’s model is constantly given acceleration. This is a per-
fect example of poorly made mechanics, which are incredibly hard
to control.

Figure 6. Stage 3: protagonist colliders for different stages.

To boost the affective part of gameplay, sounds provided by NIMH
Center for the Study of Emotion and Attention [2] were added to the

every stage. They were proven to change the state of user’s emo-
tion by their degree of affectiveness. This level was separated into
two values – intensity of the feeling (arousal) and pleasantness of a
sound. Depending on these two values, proper sounds were chosen
and included in the games.

Sound Pleasure Arousal
Puppy 2.88 4.91
Bees 2.16 7.03
Vomit 2.08 6.59

Babies cry 2.04 6.87
Baby cry 2.75 6.51
Scream 2.05 8.16

Child abuse 1.57 7.27
Applause 7.32 5.55

Rollercoaster 6.94 7.54
Colonial music 6.53 5.84

Bugle 6.32 6.35
Rock n roll 7.90 6.85
Funk music 6.94 5.87

Table 1. Affective sounds used in study

Furthermore, music themes and in-game sounds were recorded.
The design was created with a view to expected emotions. First
game’s theme consists of electronic/rock music, sounds of picking
items are clear, echo has been added to each sound. To keep the sec-
ond level unbalanced and irritating, time signature for background
music was disturbed – the last eighth note was erased. This gives
an unsettling feeling, like someone has been playing off tempo. Ad-
ditionally, each time the player dies increases the pitch and distor-
tion effects for the background theme. Protagonist has a high-pitched
voice, which gets more infuriating with every death. The sound of
winning (which is hard to achieve, given the difficulty of the game)
has a very disappointing and unsatisfying tone. Last level has a pleas-
ant theme, edited to sound like old arcade, 8-bit music.

In order to get as much as possible from single gameplay about
the state of players’ emotions, additionally to their bodily functions, a
proper context-gathering mechanism is required. It is implemented as
a set of different event logs that are saved for each stage. Some infor-
mation is constantly saved, no matter the level – the data about cur-
rent player’s position, ID and timestamp of an affective sound played
in the background. For stage one, events such as killing an enemy,
death, the amount of all objects picked up, current state of health and
points are saved with the proper timestamp. Additionally, the amount
of projectiles shot and their accuracy is recorded – this gives more in-
sight on the aggressiveness and gaming experience. There are no en-
emies and pickable items in the second stage, therefore the distortion
rate of music, number of deaths and the data about traps triggered is
saved for every iteration. In the last stage, the amount of dead ends
encountered and the data about going off the correct path is being
saved.

All of the games were developed using the Unity Engine. It is a
powerful environment, with tons of possibilities. One of many fea-
tures used are previously mentioned colliders. The engine contains a
variety of collider shapes, components and traits. For instance, Box
Colliders were used not only as physical objects, but also as triggers
in rooms for the first stage, logging in the third level etc. Animations
in all games were handled through the Animator Controller feature.
Another remarkable example for the possible power of Unity Engine
is Camera - just a simple change in view can drastically change the
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Figure 7. Illustration on how the data about wrong path is saved

perception of the player. While first-person cameras can increase the
immersion with the protagonist, third-person cameras can give an in-
sight on what’s going on around the character, escalating the feeling
of stress for the subject. Moreover, sounds and music have separate
components - Audio Listener and Audio Source. Both of them have
a simple mixer, included inside the engine. Those components create
impressive opportunities for manipulation of emotion. The simplest
example used in the game is the distortion attribute, for each death in
the second stage.

5 FRAMEWORK FOR GAME
CONFIGURATION IN EXPERIMENTS

In order to get information from subjects about their feelings towards
the games, the GEQ questionnaire was used [5]. This survey consists
of three parts: The Core Questionnaire, The Social Presence Module
and The Post-game Module. All of them contain important informa-
tion about different sections of study. All of them involve questions
about feelings, with a range of possible answers from 0 to 4. Zero
means ’not at all’, one means ’slightly’, two is ’moderately’, three is
’fairly’ and the last, four is ’extremely’. First part of the survey has
33 questions about emotions and sensations felt during the game, for
example: ’I was good at it’ and ’I felt frustrated’. The Social Presence
Module contains 17 questions, however it should only be taken when
any form of social interactions were taken in game, whether it’s an-
other person or a simple non-playable character interaction. The last
section involves 17 questions about the overall feeling of a subject
after the game has been played, for instance: ’I felt satisfied’ and ’I
found it a waste of time’.

To make this questionnaire a part of study, and also to provide a
unified context-logging mechanism, a software framework has been
written. It is responsible for starting all mini-games and preparing the
survey after each game. To install the plugin you need to copy .dll
files and prefabs into Unity project. After restarting the editor, you
should see “Feedback” menu in the menu bar and the configuration
file in “/Resources” directory. In order to start using the plugin, you
need to create an SQL database with tables for each survey form you
want to include in your game. By default the plugin saves answers
as integers, so each question should have a separate column of this
type.

Everything is connected through a proper configuration file. It is
required to set correct database provider and connection string. Af-
ter that, the model classes can be generated by choosing “Generate
model classes” button from “Feedback” menu. Pressing "Create sur-
vey form" button will open wizard that allows to choose different

Figure 8. ’Feedback’ option available in menu

Figure 9. Plugin’s use case diagram

types of questions (radio buttons, slider or dropdown). The plugin
will create new scene with questions based on the table in database.
After that, a request to manually add generated script-handling data
persistence to an empty object in the scene will pop up. At the end,
there is a possibility to change the text and position of questions in
the scene. After building the project, a game is started and the survey
pops up next. When all questions are answered, the framework sends
all data to the local SQL database.

Figure 10. Survey example

This framework has a very high potential for further studies.
Firstly, it gives an opportunity to create a multi-platform study. More
computers would be available to use for a study. Furthermore, a mo-
bile version could be implemented. This way, even more subjects
would’ve taken part in a study. Another possible future usage is the
adjustment of level difficulty for every game, dependent on answers
in the survey. This would increase the affective part of study, as per-
sonal change in games would take place.

6 RELATED WORK

There are quite a few different frameworks for affective research.
On the one hand, one can point out the tools used to build classical
psychological experiments, like PsychoPy [13], OpenSeasame [10],
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or E-Prime2 and on the other hand, the tools used for affective ex-
periments with games, e.g. FILTWAM [1], iHEARu-PLAY [4], or
emoCook [3].

The tools in the first group offer various widgets for collecting
information from users, making it possible to transfer virtually any
paper questionnaire to the electronic version. However, they do not
allow one to control a stimulus-rich game environment. This problem
has been addressed in the second group of tools, where affective in-
teraction is carried out in games (e.g. educational game “emoCook”).
Nevertheless, these solutions are prepared for specific applications
and do not provide a general solution for affective experiments.

The framework described in this paper combines the advantages
of these two groups. It both allows for the use of games as a research
environment and is a general solution, allowing for the inclusion of
any games (written in Unity) and any questionnaires (the application
is not limited to the GEQ described in the article).

7 EVALUATION

The motivation to introduce a few short mini-games was better con-
trol over the emotions evoked during the experiment. The assumption
was that each game aim is to evoke specific emotions using a small
number of stimuli. These assumptions were confirmed by the results
of the GEQ questionnaire.

Revised list of GEQ factors [6]3 was used for analysis. A series
of one-way ANOVAs was conducted to evaluate the differences be-
tween games. Post-hoc comparisons were done using the Tukey HSD
test. Analysis was performed in Python with scipy4 and statsmodels5

libraries.
The strongest effects can be observed for the second level, which

should give the sensation of unjust and fury. It was connected with
significantly higher Negativity (M = 2.85), significantly lower
Positive Affect (M = 1.14) and significantly lower Competence6

(M = 0.86) than the two other stages (Negativity: M = 1.11 and
M = 0.70, Positive Affect: M = 2.53 and M = 2.49, Competence:
M = 2.42 and M = 2.78, for Stage 1 and Stage 3 respectively).

Stage 1, designed as an easy stage connected with positive emo-
tions, and Stage 3, designed as emotionally neutral, were both eval-
uated as the ones with the higher Positive Affect (there were no sig-
nificant differences between them). Neutrality of the third level is
revealed with the lowest Negativity (M = 0.70; significantly lower
than the first level, M = 1.11).

Flow, indicating whether or not players have lost control of their
time in the game, was significantly lowest in the third level (M =
1.35) than the other two levels (M = 1.99 and M = 2.02), indi-
cating that for this factor the most important is the fact that emotions
are evoked, no matter whether they are positive or negative. Finally,
Immersion, the subjective connection to the game, was low for all
levels (M = 1.75, M = 1.23, M = 1.66 for levels 1-3 respec-
tively), which is also consistent with the assumptions. The games
were too short for the players to get fully involved.

We tested the framework on several platforms including Windows,
Linux and mobile platforms running Android operating systems. It
ran correctly on all of the platforms7 proving its portability between

2 See: https://pstnet.com/products/e-prime/.
3 The values are ranging from 0 (not at all) to 4 (extremely) for each factor.
4 See: https://www.scipy.org/.
5 See: https://www.statsmodels.org/.
6 Competence reflects how well players judged their own performance against

the game’s goals.
7 The only requirement is to use Unity build 2019.2.19f1

most popular operating systems. We also tested it with different
databases including remote MySQL databases and SQLite database
for Android systems, where in both cases it worked correctly. While
experiments presented in this paper did not use the framework, they
will be used by us as a baseline for future evaluation of the frame-
work.

8 FUTURE WORK AND SUMMARY

In the paper we presented our recent work conducted as a part of the
BIRAFFE2 experiment in Affective Computing. As a novel part of
the experiment we developed three specially designed mini-games,
based of carefully selected game mechanics. We believe, that games
provide a controllable yet overall ecological environment for study-
ing emotions. We used these games as an important counterpart of
classical visual and auditory stimuli during the experiment to evoke
emotions of participants. Moreover, we presented a software tool,
with a built-in context-logging mechanism, supporting the execution,
automation and evaluation of experiments of this kind.

In the future, we would like to develop our work in several di-
rections. First of all, based on the analysis of the results of the ex-
periment, we will continue the development of new games with im-
proved mechanics to fine tune the evocation of emotions. Ultimately,
we expect games will help us in developing computer-based person-
alized models of emotions to be used in different applications. Fur-
thermore, based on the future findings, we would like to study the
aspects of emotional adaptation and personalization in games using
the machine learning methods. Finally, our current setup is ready to
be used not just in desktop games, but also on mobile devices. We
will explore this direction, as mobile games not only constitute a
very important market for games, but also offer new opportunities
for interaction.
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Grouping Situations Based on their Psychological
Characteristics Gives Insight into Personal Values
Ilir Kola1 and Catholijn M. Jonker2 and Myrthe L. Tielman3 and M. Birna van Riemsdijk4

Abstract. Support agents are investigated more and more as a
way of assisting people in carrying out daily tasks. Support agents
should be flexible in adapting their support to what their user needs.
Research suggests that the situation someone is in affects their be-
haviour, however its effect has not been incorporated in the decision
making of support agents. Modelling the characteristics of situations
explicitly and studying their effect on internal perceptions of the user,
such as their personal values, would enable support agents to provide
more personalized support. We propose a method which groups sit-
uations according to their psychological characteristics, and in turn
determines which personal values of the user would be promoted or
demoted in each group of situations. To do this, we conduct a user
study to gather data from participants about situations that they en-
counter in their daily lives. Results show that the created groups of
situations significantly promote or demote certain personal values.
This approach can allow support agents to help the user in a way
which is in line with their personal values.

1 INTRODUCTION
Kurt Lewin, already 80 years ago, proposed that human behaviour is
a function of both the personality of the person, as well as the situ-
ation in which they are in [18]. This is now a widely accepted idea
in social psychology, after multiple debates in the field [24]. How-
ever, applications of support agents (e.g. [13, 20, 31]) focus mostly
on modelling internal aspects of the user. Personal values are one
of these aspects. They represent what is important to people [9],
and because of that, they guide behavior. However, how important
a certain value is for the user is not the only factor that guides be-
haviour. Whether that value is actually relevant in a given situation
also plays an important role. For example, the fact that having an ex-
citing life is important to someone plays a role in deciding the next
holiday destination, but most probably does not affect the decision
whether to have pizza or salad for dinner. On the other hand, the fact
that someone values health would affect that decision, since having
salad is supposed to promote the value health (i.e., help you fulfill it),
whereas having pizza can demote it (i.e., prevent you from fulfilling
it). This means that apart from personal values, it is important to also
consider how the situation in which someone is in affects those val-
ues. This information can be used by a support agent in combination
with information about the value preferences of the user in order to
offer support on how to handle daily life situations. Continuing the

1 TU Delft, The Netherlands, email: i.kola@tudelft.nl
2 TU Delft and Leiden Institute of Advanced Computer Science, The Nether-

lands, email: c.m.jonker@tudelft.nl
3 TU Delft, The Netherlands, email: m.l.tielman@tudelft.nl
4 University of Twente, The Netherlands, email:

m.b.vanriemsdijk@utwente.nl

previous example, the agent would suggest having a salad to a user
that finds health important.

In this work we will explore the relationship between the situation
in which a user is in, and the personal values that are affected by the
situation. To achieve this, first of all we explore ways how to group
similar situations together. To do so, we will extend the work on Con-
text Space Theory [21], which refers to a group of similar situations
as a subspace. A situation subspace is a group of situations which
have the same range of numerical values on certain attributes (Sec-
tion 3.1). In this work, we use psychological characteristics of situ-
ations as attributes. Psychological characteristics are seen as dimen-
sions that can be used to describe situations, similar to the manner
in which people can be described with traits, attributes, or qualities
[7]. Examples of these characteristics are positivity, duty, intellect,
mating etc [24] (Section 3.2). This leads to the following research
question:

• What methods can we use to group situations according to their
psychological characteristics as context attributes?

Then, we investigate whether the identified subspaces significantly
promote or demote personal values. Our research hypothesis is:

• Situations of the same subspace significantly promote or demote
the same personal values, in comparison to a general population
of situations.

While the research question and hypothesis guide the work pre-
sented in this paper, we do not aim to provide definitive answers here.
Rather, as this is a novel research direction, our aim is to assess the
feasibility of the approach as a basis for future work, as we proposed
in previous work [15]. Our results indicate that it is possible to group
situations into subspaces by using domain knowledge and insights
from the data, and that situations from the same subspace tend to
promote and demote the same personal values.

The rest of this paper is structured as follows: In Section 2 we
present a high level architecture of our approach, and compare it
to related work. In Section 3 we motivate our research choices for
the use of psychological characteristics to group situations into sub-
spaces, and we provide a short introduction to the concept of personal
values. In Section 4 we present the user study in which we gather data
in order to build the method which we described in the architecture.
We present and discuss the results in Section 5, showing that situation
subspaces can promote or demote specific personal values. Section 6
concludes this paper.

2 AGENT ARCHITECTURE
We propose an architecture which explains how a support agent can
use information about the psychological characteristics of situations
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in order to determine the promoted or demoted personal values, and
in turn offer support to the user. The architecture (Figure 11) depicts
two main components: a learning component in which we use data
gathered from people to identify situation subspaces, and a support
agent which uses this information to provide support to the user.

In the first component, participants of a user study describe situ-
ations from their lives and provide us with the psychological char-
acteristics as well as the promoted and demoted values of these sit-
uations (Section 4). We use these psychological characteristics to-
gether with domain knowledge in order to form situation subspaces
(Section 5.2). Then, we determine the promoted or demoted values
for each situation subspace (Section 5.3). When the support agent is
interacting with the user, once presented with a new situation, the
agent uses the subspace rules to classify the situation to a subspace,
as done in Context Space Theory [21]. By knowing the subspace
values, the agent can reason about the promoted or demoted values
of that specific situation. This information, in combination with the
value preferences of the user, can be used in order to reason about
support. This last part is not tackled in this work, but is displayed in
the architecture in order to make the bigger picture clear.

Figure 1. High-level architecture of the approach. Concepts shaded in blue
represent aspects which we do not directly tackle in this work (i.e. Modeling
the user preferences, extracting psychological characteristics of situations,
and reasoning about the type of support). Circles represent knowledge ele-
ments (e.g. personal value scores, subspace rules), whereas squares represent
reasoning steps. Arrows indicate the workflow of the approach.

This approach would allow support agents to align their sugges-
tions with the personal values of their users. Let us consider an agent
that recommends free time activities to the user, and the options are

1 Icons used in the architecture were made by Freepik and retrieved from
www.flaticon.com

going to a party and attending a workshop to learn a new skill. Fol-
lowing the architecture depicted in Figure 1, the agent might infer
that the first would promote pleasure, and the second would promote
capability. This way, the agent would suggest going to a party to a
user who prefers the value pleasure, and attending the workshop to a
user who prefers the value capability.

Related work Other work also focuses on using concepts such
as personal values and context in socio-technical systems, in order
to enable them to understand and adapt to human motivations. We
introduce some of these approaches in order to position our work.
Tielman et al [32] propose an approach to derive norms from a com-
bination of values, context and actions. Context is used as a modifier
to determine how much a value is promoted or demoted when per-
forming a certain action, and this information is elicited from the
user. Context is not modelled explicitly, and can be represented by
a list of variables, depending on the situation. Similarly, Cranefield
et al. [6] propose an approach on how to use values in order to help
users with moral decisions. The work focuses on the reasoning about
aligning the values of the user to the values that are promoted or
demoted by different actions. Similarly, the values and context are
assumed to be predetermined. Our work focuses on the other point
of view: how to actually infer what values are promoted or demoted
in a given situation? In a way, our work can be considered an exten-
sion of these approaches, since the output of our work can be used as
an input for these reasoning frameworks. Kayal et al [13] also take a
step in this direction. In their work, they ask participants about their
personal values and about the promoted and demoted values of dif-
ferent social commitments. They then use this information to break
ties when different commitments overlap. Our work aims at taking
this a step further, since we present a procedure that automatically
reasons about the promoted or demoted values of a situation, rather
than always having to ask the user. Other work (e.g. [17, 14]) de-
scribes the relation between the environment and the people in terms
of contextual affordances, which represent potential actions that the
environment (or parts of it) allows people to perform. For instance,
a chair allows the action “sit”. This is in principle similar to what
we are doing, since personal values can be seen as affordances of a
situation, since some situations allow people fulfill specific personal
values. For example, a situation in which a person is exercising would
help them fulfill the personal value of health.

3 SITUATIONS AND PERSONAL VALUES

3.1 Situation Subspaces

Research in computer science uses terms such as situation aware-
ness (e.g. [8]) and context awareness (e.g. [1]) to describe attempts
to enable artificial agents to better understand their surrounding envi-
ronment. According to Barwise [3], these concepts refer to the same
thing, and situations represent a way of modelling contexts. Other
researchers (e.g. [2]) see context as a lower level of abstraction, and
situations can be seen as “logically aggregated pieces of context”.
In Endsley’s situation awareness framework [8], the aforementioned
interpretation of context would refer to the situation cues in the per-
ception level of situation awareness. There is vast research on mod-
elling and reasoning about context and situations, and describing this
research in depth is beyond the purview of this paper. For a detailed
account, readers can refer to [4, 33]. In this section, we will intro-
duce possible approaches on how to use context elements in order to
determine the promoted and demoted values of a situation.
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Our proposed approach is to first group similar situations into so-
called situation subspaces, and then to determine the promoted and
demoted values of that subspace. This is inspired by work on Context
Space Theory [21]. In their approach, context is represented as an
object in a multidimensional Euclidean space, called situation sub-
space. A context state is represented in terms of attributes, and each
dimension of the situation subspace represents an accepted region for
a specific context attribute. This way, when given a set of attributes
that define a context state, we can infer whether the state is or is not
part of the situation subspace. For example, a situation subspace can
be “Person is healthy” and its attributes are “Body temperature” with
an accepted region of values between 36.0 and 37.5 and “Resting
heart rate” with an accepted region of values between 60 and 100. In
our approach, we consider a situation subspace to be the set of situ-
ations having similar psychological characteristics (Section 3.2). For
instance, a subspace can consist of situations where the characteris-
tics Duty and Intellect have a value between 4 and 7.

Using situation subspaces facilitates the process of explaining the
suggestions of the support agent to the user, since each subspace is
defined by a set of attributes. The reasoning is explicit: for instance,
situation X is in subspace A because of attributes B and C, and sit-
uations in subspace A promote values Y and Z. These steps can be
available to the user. Furthermore, this way of approaching situations
is also in line with work on social psychology on how people actu-
ally deal with situations. Gigerenzer [11] suggests that people have
different modules of interaction, and when presented with a new situ-
ation they “classify” it as part of one of the modules, and then follow
the “interaction script” of that module.

One other option for reasoning about the values of a situation
would be to look at the correlation of each individual psychologi-
cal characteristic of the situation with specific personal values (e.g.
as done by [24]). However, this approach does not take into account
the possibility that the ways in which characteristics are combined in
a situation also affect the values that are promoted or demoted in it.
We will explore this possible connection in Section 5.3. In the cur-
rent section we will simply give an intuition. For instance, situations
with a high level of mating can in general affect the value pleasure,
however it is the combination with high positivity or high negativity
that affects whether the value is promoted or demoted. Furthermore,
if we consider each psychological characteristic individually, it is not
clear whether the low score of a characteristic indicates that a value
is demoted or not affected. For instance, knowing that situations with
high intellect promote capability is not enough to determine whether
situations with low intellect demote this value or do not affect it. Our
approach takes the potential effect that the combination of psycho-
logical characteristics have on personal values into account, but does
not rely on it: if that effect does not hold, our approach would simply
take into account the correlation between individual psychological
characteristics and personal values.

Lastly, we can reason about personal values by training a model
that takes as input the situation’s psychological characteristics, and
predicts the score for each value. This way, the model would actually
take into account all the psychological characteristics of the situa-
tion and their potential interactions. Putting aside the requirement
for high amounts of data and the non-trivial task of building such a
model, our primary reason for not following this approach is its black
box nature. We believe one of the key features of a support agent is
its ability to explain its suggestions to the user. Such a comparison,
and the potential trade-off between accuracy and explainability, is
something that we plan to explore in future work.

3.2 Psychological Characteristics of Situations

Research in social psychology has explored ways in which situations
can be systematically described. Rauthmann et al. [24] discuss three
ways in which situational information can be taxonomized: Cues
(e.g. persons, places, objects etc.); (psychological) Characteristics
(which attributes can be used to describe situations - e.g. positivity,
intellect, duty etc.); Classes (which kind of situations are there - e.g.
social situations, work situations etc.).

In this work we focus on the use of psychological characteristics.
There are several taxonomies of situations on the psychological char-
acteristics level. We choose the DIAMONDS taxonomy since it cov-
ers a wide variety of daily life activities and it provides a validated
24-items survey which allows the measurement of the psychologi-
cal characteristics of situations through online surveys. Horstmann
et al [12] suggest that the dimensions of the existing taxonomies
have a high level of similarity when compared across taxonomies,
so our choice should not influence the outcome of the work. The DI-
AMONDS taxonomy describes situations in terms of the following
dimensions:

• Duty - situations where a job has to be done, minor details are
important, and rational thinking is called for;

• Intellect - situations that afford an opportunity to demonstrate in-
tellectual capacity;

• Adversity - situations where you or someone else are (potentially)
being criticized, blamed, or under threat;

• Mating - situations where potential romantic partners are present,
and physical attractiveness is relevant;

• Positivity - playful and enjoyable situations, which are simple and
clear-cut;

• Negativity - stressful, frustrating, and anxiety-inducing situations;
• Deception - situations where someone might be deceitful. These

situations may cause feelings of hostility;
• Sociality - situations where social interaction is possible, and

close personal relationships are present or have the potential to
develop.

There are different reasons for using the psychological character-
istics of situations in order to group them. First of all, psychological
characteristics allow us to assess similarities between situations be-
yond their physical cues (e.g. where is the situation taking place, how
many people are involved). Social psychology (e.g. [5, 7, 23, 30])
suggests that people think about situations by using their psycholog-
ical characteristics. They create impressions of situations as if they
were real, coherent entities. These impressions allow people to bet-
ter navigate through the world by being able to predict what will
happen and coordinate behaviour accordingly. This inherent psycho-
logical component of situations makes them difficult to interpret only
in terms of physical context. For instance, let us consider a scenario
where our user, Alice, is going out with friends. The relevant physical
attributes would be the activity (i.e. going out), the location, time etc.
A support agent might determine that such situation promotes plea-
sure. On the other hand, it is also possible that at some point Alice is
going out and some people that she dislikes join. In that case, the sit-
uation could actually demote the value pleasure. However, from the
point of view of physical cues, everything would remain the same
and this difference would not be captured. Kola et al. [16] propose a
set of social cues that can be used to capture such differences, for ex-
ample the quality of the relationship with the other person or the level
of trust. However, despite capturing the psychological component of
situations, these social cues remain a low-level description.

Eleventh International Workshop Modelling and Reasoning in Context (MRC) @ECAI 2020 9

Copyright c© 2020 for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).



Another advantage of focusing on the psychological characteris-
tics is easiness of explainability. This means the support agent can
explain its suggestions to the user in a way that is understandable and
intuitive to people. To continue the previous scenario, we assume our
support agent wants to propose an activity which promotes the value
of pleasure to Alice, since this value is important to her. It would be
more intuitive for Alice to understand that the situation “going out
with friends” promotes pleasure because it has high positivity and
low adversity, rather than because it is an activity that takes place
after 8pm, at a bar, and a certain amount of people are present.

Focusing on the psychological characteristics of situations allows
us to identify similarities in situations that look very different. For
instance, a situation in which a parent is helping their child with a
school project and a situation in which that same parent has an impor-
tant work meeting do not have anything in common when it comes
to physical cues, however they both potentially involve a high level
of duty and intellect, and promote values such as helpfulness and
capability. This also brings forward practical considerations from a
technical point of view: there can be a very high number of physical
cues that can be measured, and what is actually relevant differs from
situation to situation. Furthermore, highly general concepts such as
“activity” are difficult to model in a way which actually makes them
comparable from a situation to another. For these reasons, deciding
which elements to model and how to do it is both crucial and non-
trivial. Our approach allows us to abstract from the physical con-
text, which results in a low dimensionality of characteristics that are
proven to be relevant across daily situations [24].

There is some difference in terminology when comparing Context
Space Theory with DIAMONDS. A context state from Context State
Theory is simply referred to as a situation in DIAMONDS, and con-
text attributes would be represented by the situation dimensions. In
this work, we will use the DIAMONDS terminology.

3.3 Personal Values

Values represent key drivers of human decision making (e.g. [26,
27]). Friedman and colleagues [9] define values as “what a person
or group of people consider important in life”. People hold various
values (e.g. wealth, health, independence) with different degrees of
importance. The main features of personal values which make them
relevant to our work have been explicitly described by Schwartz [29],
but are also implicitly present in other work on values. First of all,
values refer to desirable goals that motivate action, and they serve
as standards to guide the selection of actions, people, or events. This
means that (unconsciously) people’s decisions are influenced by val-
ues. Secondly, values transcend specific actions and situations. For
instance, values such as honesty are important to someone regardless
of the activity they are doing or who they are with. Lastly, what puts
this all together is the fact that in order for values to influence action
not only should they be important to the actor, but they should also be
relevant in that specific context. This suggests that if we know which
values are likely to be activated in a certain context (or situation) and
have information about the value preferences of a user, we can use
that information to evaluate how much does a situation promote or
demote personal values that are important to the user. It is also im-
portant to notice that in this work, we talk about personal values on
three different levels:

• Personal values are important to an individual - e.g. Alice values
achievement;

• A specific situation can promote or demote personal values to

someone in the situation - e.g. Being a speaker at a conference
promotes the value achievement for Alice;

• A situation from a certain subspace usually enables promoting or
demoting a personal value to someone in the situation - e.g. Being
part of situations with high intellect and high duty usually pro-
motes the value achievement for people.

The most prominent models of human values were proposed by
Rokeach [26] and Schwartz [27]. These models are universal and
domain-independent, making them suitable for our purpose, in which
we will deal with a wide range of every day situations. This is dif-
ferent from other approaches where the first step was to find a sub-
set of values which are more applicable to a certain domain, for in-
stance mobile location sharing [13] or music recommendations [19].
In our work we use the model proposed by Schwartz since it offers
validated measurement instruments with fewer items than Rokeach,
which makes them more applicable to online surveys. Furthermore,
it is to be noted that Schwartz builds on the work of Rokeach and
other researchers, so there is overlap in their proposed value lists.
The Schwartz theory of basic human values [27] recognizes 10 uni-
versal value groups, namely: Self-direction, Stimulation, Hedonism,
Achievement, Power, Security, Conformity, Tradition, Benevolence
and Universalism. Each of these value groups includes more “spe-
cific” values, as depicted in Table 2.

4 USER STUDY
In this user study we gather data2 for constructing and evaluating our
methods. The study consists of three parts: first, participants were
asked to describe situations from their daily lives (part 1), then they
had to answer questions about the psychological characteristics of the
situations (part 2) and finally they had to answer questions about how
much the situations promote or demote certain personal values (part
3). The study was approved by the ethics committee of TU Delft.

Participants We collected answers from 150 participants re-
cruited in the crowd-sourcing platform Prolific Academic3. Using a
crowd-sourcing platform allowed us to efficiently obtain a large sam-
ple size in a short amount of time. Respondents received a monetary
compensation for the time they spent, as per the platform policies.
The average age of participants was 32.38 (SD=12.1). 51.3% were
female, 44% male, and 4.7% selected the option “other” when asked
about their gender.

Procedure 4 In order to have enough data to evaluate whether clus-
tering situations is useful, it is important that we use a method that
generates a diverse sample of situations. To this end, we use a method
applied in other research that asks participants to describe a situation
in their daily lives (e.g. [10, 25]). This retrospective procedure was
shown to encourage participants to report on a wide range of situa-
tions. We asked participants to think about two situations which oc-
curred during the past weeks which involved one other person, since
our focus is on social situations. We specifically asked for situations
involving only one other person, since if needed it is possible to con-
trol the effect of the relationship with the other person on the situa-
tion. However, the approach would work the same way for situations
involving multiple other people. We instructed participants to think

2 The data can be accessed under: https://doi.org/10.4121/
12867041

3 https://www.prolific.co/
4 The survey questions can be found in Appendix A
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of situations where a concrete activity took place, and not situations
such as “I saw someone in the street and said hello”. A positive exam-
ple was not given in order to avoid priming the participants towards
certain situation types. Participants were asked to describe the situ-
ations in 3-4 sentences and to focus on describing the activity, their
relation to the other person, as well as how each person behaved in
the situation. Furthermore, we instructed participants to try to think
of diverse situations, which involved different people and where dif-
ferent activities took place. To check for consistency, participants had
to answer four open questions about the situation they just described:
when did the situation take place, what was the main activity, where
did the situation occur, and what is the role of the other person.

In the second part of the study, participants were presented with
a set of statements to measure psychological characteristics of sit-
uations, and they were asked how much each statement applies to
each of the situations that they had just described. Examples of state-
ments were “A job needs to be done”, “Task-oriented thinking is
required” etc. The statements were taken from the S8* scale pro-
posed by Rauthmann and Sherman [25]. This is a validated instru-
ment which can be used to measure the DIAMONDS dimensions of
a situation. Each dimension is represented by three statements, for
an overall total of 24 statements. Participants could indicate their an-
swers on a scale ranging from 1 (not at all) to 7 (totally).

In the last part, participants were presented with a list of personal
values, and they were asked on a slider with values from -10 (fully
demote) to 10 (fully promote), how much is each value promoted or
demoted in each of their two situation. Participants were presented
with 21 personal values, which are based on a version of the Schwartz
Value Survey [27] which was used on the European Social Survey
[28]. Each of the universal value groups is represented by two val-
ues, apart from Universalism which is represented by three. In the
original survey, each item of the list describes a feature that a person
might exhibit (e.g. “She seeks every chance she can to have fun. It
is important to her to do things that give her pleasure.”), which cor-
respond to a personal value (e.g. “pleasure”). This was done because
the aim of the European Social Survey was to explore personal val-
ues that people find important, and for that purpose framing values as
features of a person was useful. In this study, we want to know how
much a value is promoted or demoted in a certain situation, therefore
framing values as qualities of a person would not work. For this rea-
son, we presented participants with the underlying value of each item
on the list. The only change that was made to the list was to replace
the value “National security” with the value “Health”, which is also
a value from the Security value group. The reason for this is that we
believe it is common for people to commonly encounter situations
that can affect their health (e.g. sports, choice of food), but we do not
expect them to encounter situations that affect national security.

5 RESULTS AND DISCUSSION

5.1 Variety of Situations

Participants reported situations involving a wide range of other peo-
ple, including a friend (24%), a family member (20%), a co-worker
or supervisor (17%), a romantic partner (12%), an acquaintance (3%)
or other (24%, mostly consisting of strangers). These situations com-
prised a high variety of activities, ranging from work meetings to din-
ner dates, from sport activities to discussions with other drivers, and
everything in between. This is also shown by the high variety of the
ratings that participants gave to the psychological characteristics of
these situations. The rating for each dimension was calculated as the

average score that the participant gave to the three statements repre-
senting that dimension, following the guidelines of the S8* measure-
ment scale that we are adopting [25]. As seen in Figure 2, most of
the dimensions have ratings across the whole range of possible alter-
natives, apart from Adversity and Mating which tend to have a more
confined distribution and less variety in general. The score for each
dimension is calculated as the average score across the three state-
ments of the questionnaire that define that dimension. We provide a
detailed distribution of answers for each psychological characteristic
in Figure 2, since this insight will be used to form the subspaces in
Section 5.2.

When it comes to personal values that are afforded in these situ-
ations according to the participants, the scores also have high vari-
ety, as depicted in the distribution presented in Figure 3. This dis-
tribution suggests that that values were differently promoted or de-
moted across situations. However, it also holds that most values were
slightly promoted on average (overall mean=1.24, SD=4.68). This is
in line with research on personal values [26] which views them as
positive concepts.

5.2 Forming Situation Subspaces

In this subsection, we will group situations according to their psy-
chological characteristics into situation subspaces. We will try an au-
tomatic approach, as well as one based on domain knowledge and
insights from the data.

5.2.1 Automatic Clustering

The most straightforward way to form the situation subspaces is by
using a clustering algorithm. We tried state of the art algorithms such
as K-Means, Affinity Propagation and Agglomerative Clustering us-
ing different parameters. The algorithm would receive as an input
the psychological characteristics scores of each situation, and return
the cluster to which that situation should belong. We evaluated them
with standard metrics used in cases where there is no ground truth
when it comes to cluster memberships, such as the Silhouette coef-
ficient and the Davies-Bouldin Index. We used the implementations
from the scikit-learn package [22] in Python. The best configuration
was achieved by the K-Means algorithm with two clusters, which
achieved a Silhouette score of 2.4, and a Davies-Bouldin index of
1.59. These metrics suggest that the data is not well separable when
we use all the dimensions in order to perform the clustering. This
was to some extent to be expected, considering the high variety of
situations, and the fact that there are 8 dimensions and only 300 sit-
uations in total. In future work we will collect more situations and
explore whether that leads to a higher number of similar situations in
the dataset, which could potentially lead to better defined clusters.

While exploring the scores of the dimensions in these two clus-
ters, we notice that in the first cluster Positivity and Mating have a
higher score than the average and the other six dimensions have a
lower score. In the second cluster this trend is inverted. However, we
also notice that each cluster contains situations with scores across the
full range of scores for each of the dimensions. First of all, this sug-
gests that these clusters are difficult to interpret/explain since they
do not have clear distinguishing features. Secondly, in order to be
able to use the Context Space Theory framework, attributes need to
have a defined range, which means for at least some of the dimen-
sions we need to have a cutting threshold. This is not the case for the
formed clusters, and when faced with a new situation, it is not trivial
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Figure 2. Distribution of scores across situations for each dimension, expressing the variety of situations from a point of view of their psychological charac-
teristics. For each boxplot, the middle line represents the median, the sides of the boxes represent the first and third quartiles, and the whiskers represent the
minimum and maximum values without considering outliers (which are represented by round points). The x represents the mean scores of the dimensions.

Figure 3. Distribution of scores for each personal value across situations.

to determine to which cluster it belongs. Overall, we notice that per-
forming automatic clustering on our data leads to clusters consisting
of situations which share some similarity in terms of psychological
characteristics, but the division is not granular enough.

5.2.2 Using Data Insight and Domain Knowledge

The next approach will be to use insights from the data as well as do-
main knowledge in order to manually group situations into situation
subspaces. It is important to notice that by “data insights” we only re-
fer to the scores given to the situation dimensions, and not the scores
assigned to personal values. From the previous subsection, we learn
that trying to cluster over all dimensions is not effective because of
the low amount of data and its high variety. For this reason, we use
less dimensions in order to define each situation subspace. In order
to identify these dimensions, first of all we explore the data. In Fig-
ure 2 we notice that the dimensions which bring the highest variety
to the data are positivity, negativity, intellect and duty. This makes
combinations of these dimensions suitable for defining the situation
subspaces, since their scores have a high range, and the combinations
would lead to subspaces with similar numbers of situations in them.
Another insight from the data is that adversity has a very low variety,

which makes the situations with a high adversity to form a particular
group when compared to the rest. The same applies to mating, but
adversity serves the purpose more since it contains outliers. Domain
knowledge about the nature of these dimensions can also inform the
process of selecting dimensions used to define subspaces. Positiv-
ity and negativity, despite being independent concepts, have an in-
herently opposite flavor. On the other hand, negativity has similar
connotations with deception. This is also confirmed by the Pearson
correlation coefficients between the data (positivity-negativity: -0.56,
negativity-deception: 0.37). This information was used to define six
situation subspaces:

• Subspace 1 - High Duty, High Intellect, Low Adversity;
• Subspace 2 - High Positivity, Low Duty, Low Intellect;
• Subspace 3 - High Duty, Low Intellect;
• Subspace 4 - High Adversity;
• Subspace 5 - High Negativity, Low Positivity, Low Duty, Low In-

tellect, Low Adversity;
• Subspace 6 - High Intellect, Low Duty.

The description “High” refers to scores between 4-7, while the de-
scription “Low” refers to scores between 1-3.99 (non-integer scores
are possible since each dimension is calculated as the mean of three
items from the survey). That means the dimension is highly or lowly
characteristic of situations in that subspace. These subspaces allow
us to classify 262 out of the 300 situations in our data set. When ex-
ploring the remaining situations, we notice that all dimensions other
than sociality have a low score. For this reason, we use sociality as
a dimension to define the final split, thus forming the last two sub-
spaces:

• Subspace 7 - Low Sociality, and all other dimensions also Low;
• Subspace 8 - High Sociality, and all other dimensions Low.

These subspaces are designed to work well with the Context Space
Theory framework, since each of them is defined by a set of attributes
with specific values. This allows for a straightforward way for clas-
sifying a new situation to a subspace. Figure 4 provides a visualisa-
tion of this, by depicting four of the subspaces projected onto their
defining dimensions, for illustration purposes. These defining dimen-
sions enable the subspaces to be more interpretable and explainable
in terms of the psychological characteristics that apply to their situa-
tions, when compared to the automatic clusters that were created.
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Figure 4. Visualisation of four situation subspaces defined by Adversity,
Intellect and Duty. Red dots represent situations from Subsp. 1, dark blue
dots represent situations from Subs. 3, orange dots represent situations from
Subsp. 4, and light blue dots represent situations from Subsp. 6.

We notice that the subspaces are not strictly disjoint. However, this
is not a restriction from Context Space Theory, where our approach
is based. This also works on an intuitive level, since situations are
fluid concepts which can be “in between” two different subspaces. In
future work, we will work on strategies on how to break possible ties.
Padovitz et al. [21] propose using optional attributes which would
increase the probability of a situation being in a subspace.

Using intrinsic metrics for evaluating clusters like we did for the
automatic clusters (Silhouette score, Davis-Bouldin Index) would
heavily penalize the manual subspaces, since these scores apply to all
eight dimensions, whereas the subspaces were defined on a smaller
subset of dimensions. For example, in Figure 4 we see that the sub-
spaces would be well separated if we only consider the dimensions
on which they were defined. In future work it will be important to
define evaluation metrics for manually created subspaces.

We notice a high diversity of activities taking place in the situa-
tions of each subspace. For example, Subspace 1 (defined by high
duty, high intellect and low adversity), comprises, apart from work
situations, also activities such as going to a suture course with a
friend, or discussing the family finances with the partner. Similarly,
Subspace 4 (defined by high adversity) includes situations ranging
from someone being accused of cheating in a card game, to some-
one being lectured from the CEO of the company. This supports our
initial premise that analysing the psychological characteristics of sit-
uations can point out to similarities between situations that seem very
different at first sight. A similar variety is also present when it comes
to the role of the other person in the situation. In our setup, roles
are mutually exclusive. The distributions are depicted in Table 1. As
we can see, in each subspace there are people from almost all the
roles present. As expected, Subspace 1 (situations with high intellect
and duty) include more colleagues, and Subspace 2 (situations with
high positivity, low duty and low intellect) include more family and
friends, and less colleagues. This aspect will be analysed further in
future work.

Fam Rom Fr Coll Gr Other
Subspace 1 (n=74) 12.5 9.72 16.67 37.5 4.17 19.44
Subspace 2 (n=77) 23.08 14.1 34.62 8.97 1.28 17.95
Subspace 3 (n=44) 20.45 9.09 20.45 11.36 4.55 34.09
Subspace 4 (n=10) 12.5 0 12.5 25 25 25
Subspace 5 (n=19) 45 15 15 5 5 15
Subspace 6 (n=40) 12.5 12.5 35 15 0 25
Subspace 7 (n=24) 18.52 18.52 11.11 7.41 3.7 40.74
Subspace 8 (n=12) 36.36 9.09 27.27 9.09 0 18.18
All situations (n=300) 20 12 24 17 3.33 23.67

Table 1. Distribution of the other person’s roles in the situations of each
subspace (in percentage). n represents the number of situations (and there-
fore, the number of people, since situations involve the user and one other
person) in each subspace. Fam = Family Member, Rom = Romantic Partner,
Fr = Friend, Coll = Colleague, Gr = Group Member

5.3 Promoted and Demoted Personal Values

In this section, we explore whether specific values tend to be more
promoted or demoted across situation subspaces. We look at this
from two points of view. First of all, we take into consideration sta-
tistical significance. For this, we perform the Wilcoxon rank-sum test
to check whether the scores of each value in the situations of a sub-
space are significantly different from the ones in the rest of situations.
Secondly, we look at the mean scores. We consider that a subspace
strongly promotes a value when the mean score of the values in its
situations is higher than 3.5, and it strongly demotes a value when the
mean score is lower than -2.5. Demoting has a lower threshold since
we notice that participants tend to give slightly more positive scores
overall (the overall mean is 1.24). Despite the distributions not be-
ing strictly normal, we believe the mean can be informative since the
scale is limited between -10 and 10 so there are no values that can
greatly skew it. We also calculated the median, and there is a very
high overlap in the values that fulfill the criteria (22 out of 26). We
do not report the medians for space purposes. We perform this analy-
sis for the automatically created clusters, as well as for our manually
formed subspaces.

When it comes to the automatically created clusters, we notice
that the first one significantly promotes the values pleasure (3.87)
and enjoyment of life (4.87), whereas the second cluster signifi-
cantly promotes the value capability (4.08). No values are signif-
icantly demoted in either cluster. We do not report all values for
space purposes. When comparing these results to the interpretation
of the clusters using the psychological characteristics of situations,
it seems intuitive that the cluster with higher positivity and mating
promotes pleasure and enjoyment of life, whereas the cluster with
higher duty and intellect promotes capability. The divisions are not
granular enough to help us determine a larger number of promoted
and demoted values, since we have only two clusters which consist of
diverse situations. However, this analysis hints towards the idea that
subsets of the data which share similar psychological characteristics
do tend to promote certain values more than others, when compared
to the overall data.

Next, we perform the same analysis for our manually crafted situ-
ation subspaces (Table 2). We notice that 5 of the subspaces signifi-
cantly promote or demote some personal values, thus supporting our
initial hypothesis. By analysing these results further, we notice that
they are also aligned with the common sense understanding of these
concepts: values such as pleasure and enjoyment of life are promoted
in situations defined by high positivity (Subspace 2) and demoted in
situations defined by high adversity (Subspace 4). Moreover, situa-
tions defined by high intellect and duty promote values such as help-
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Table 2. Average score for each value in each cluster as well as the full data set. Scores in bold mean that the value is promoted or demoted in that cluster, with
boundaries at <-2.5 for demoting and >3.5 for promoting. Scores marked with * suggest statistical significance with p<0.05 when performing the unpaired
Wilcoxon rank-sum test for the cluster vs. the rest of the data.

Value (value group) Subsp 1 Subsp 2 Subs 3 Subs 4 Subsp 5 Subsp 6 Subsp 7 Subsp 8 All Situations
Equality (Universalism) 2.2 1.72 1.11 -1.5* -2.63* 2.03 0.96 1.82 1.32
Broad-mindedness (Universalism) 3.5* 1.74 1.07* -0.5* 1 3.98* -0.37* 1.36 2.07
Protect environment (Universalism) -2.04 -2.7 -0.95 -1.88 -2.37 -1.25 -0.52 -1.36 -1.79
Helpfulness (Benevolence) 5.58* 2.5* 4.41 -1.5* 0.63* 3.48 2.89 6.18 3.66
Loyalty (Benevolence) 3.07 3.26 1.8 -2.38* 0.37* 2.78 0.33* 3.45 2.33
Humbleness (Tradition) 2.47 2.05 1.34 -0.75* -0.63 1.68 1.07 1.09 1.64
Tradition (Tradition) 0.45 -0.09 0.25 -0.88 -3.05* 0.85 -0.93 1.45 -0.04
Obedience (Conformity) 1.49* -0.79 0.52 -2.63 2 -1.15 -1.11 0.55 0.05
Self-discipline (Conformity) 3.68* -1.18* 2.82* 1.5 1.68 1.18 1.33 1 1.39
Safety (Security) 1.95 -0.21* 2.3 -3.88* 0.11 1.4 0.78 2.36 1.02
Health (Security) 1.18 0.2* 1.89 -1 -0.32 1.8 1.33 3.91 1.01
Wealth (Power) -0.89 -1.55 -1.32 -0.88 -1.26 -1.48 -1.63 -0.09 -1.28
Authority (Power) 1.27* -1.86* 1.34* -1 -1.47 -0.48 -1.3 1 -0.24
Capability (Achievement) 5.45* 1.78* 3.86 1 0.74* 3.15 1.11* 2.09 2.99
Success (Achievement) 4.04* 1.29 2.55 0.63 -1.63* 1.83 1.19 0.82 1.93
Pleasure (Hedonism) 1.15 5.76* -0.77* -3.5* -3.63* 4.55* 0.3 0.18 1.94
Enjoyment of life (Hedonism) 1.93 6.82* 0.02* -3.25* -0.63* 4.73* 1.15* 2.45 2.9
A varied life (Stimulation) 1.7 2.62* 1.5 -0.63 -0.05 2.33 -1.04* 1.82 1.56
An exciting life (Stimulation) 0.85 4.01* 0* -1.38* -0.05 2.58 -0.26* -0.18* 1.5
Creativity (Self-direction) 2.68* 1.54 0.39 -1.13 -2.74* 2.15 -0.96 1.64 1.18
Independence (Self-direction) 2.39* 0.33 1.39 -0.88 -1.53 0.65 0.37 1.64 0.91

fulness, capability and success. These intuitive connections suggest
that a support agent that uses this method would have the possibility
to explain its suggestions to the users in an understandable way. Fur-
thermore, it seems like the promoted or demoted values are affected
by the combination of dimensions, rather than by each dimension
individually. For instance, situations defined by both high intellect
and duty (Subspace 1) significantly promote success and helpfulness,
whereas situations defined by high duty and low intellect (Subspace
3) or low duty and high intellect (Subspace 6) do not promote these
values.

6 CONCLUSION
6.1 Contributions
In this work we present an approach in which we group situations
into subspaces by using their psychological characteristics as at-
tributes, and show that these subspaces can be used to determine
which personal values are promoted or demoted in these situations.
In order to explore our research question, we use automatic cluster-
ing, as well as insights from the data combined with domain knowl-
edge, in order to group situations according to their psychological
characteristics. We notice that automatic methods lead to clusters
which are not well defined, while the manual method allowed us to
form groups that fit the requirements of Context Space Theory.

Secondly, we show that certain personal values are significantly
more promoted or demoted in specific situation subspaces, thus con-
firming our research hypothesis. This can be used as a method to
automatically determine how the situation that a user faces affects
the personal values of the user. This would be a useful extension for
current support agents [6, 32] that rely only on information from the
users to know the effect it has on personal values.

An advantage of this approach is its potential for providing ex-
plainable support to the user. Our methods are inherently more ex-
plainable than black box approaches, and we borrow the attributes

that form the basis of our approach from social psychology. Con-
cepts such as the psychological characteristics or personal values are
potentially more understandable for users.

6.2 Limitations and Future Work

Considering that the work is still in its early stage, there are limita-
tions which we aim to tackle in the future. First of all, we assume that
we already know the psychological characteristics of a situation. This
is not a trivial task, and in order to have a supportive agent that can
help in real life cases, these characteristics will have to be inferred
from situation cues. Work from Kola et al. [16] provides initial evi-
dence that they can be used to infer concepts such as the priority of
situations. In the future, we will explore whether that approach can
be applied to the psychological characteristics of situations.

Secondly, we detect more affected values in the manually defined
situation subspaces. While this approach is not necessarily weaker
than an automatic approach, it has to be tested with a wider range
of situations. The reason for this is that it was crafted particularly
for this set of situations, so its effectiveness for another set of situ-
ations is to be determined. In the future, we will work on having a
well-defined formal procedure on how to form situation subspaces
by using the psychological characteristics of situations as context at-
tributes. Another option will be to explore forming automatic clusters
by considering a subset of the dimensions.

Next, the promoted and demoted values need to be analysed fur-
ther. We notice three of the subspaces do not promote or demote
any personal values, and some personal values are neither promoted
nor demoted in any subspace. In future work, we will explore using
a more specific list of values which are salient to daily life situa-
tions. Lastly, we will explore whether situation subspaces can help
determine concepts other than personal values, such as expected be-
haviour.
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[14] Franziska Klügl, ‘Using the affordance concept for model design in
agent-based simulation’, Annals of Mathematics and Artificial Intelli-
gence, 78(1), 21–44, (2016).

[15] Ilir Kola, Catholijn M Jonker, and M Birna van Riemsdijk, ‘What does
it take to create social awareness for support agents?’, in International
Workshop on Engineering Multi-Agent Systems. Springer, (2019).

[16] Ilir Kola, Catholijn M Jonker, and M Birna van Riemsdijk, ‘Who’s
that?-social situation awareness for behaviour support agents’, in Inter-
national Workshop on Engineering Multi-Agent Systems, pp. 127–151.
Springer, (2019).

[17] John Bruntse Larsen, Virginia Dignum, Jørgen Villadsen, and Frank
Dignum, ‘Querying social practices in hospital context’, in 10th Inter-
national Conference on Agents and Artificial Intelligence, pp. 405–412.
SCITEPRESS Digital Library, (2018).

[18] Kurt Lewin, Principles of topological psychology, New York, NY: Mc-
Graw Hill, 1936.

[19] Sandy Manolios, Alan Hanjalic, and Cynthia CS Liem, ‘The influence
of personal values on music taste: towards value-based music recom-
mendations’, in Proceedings of the 13th ACM Conference on Recom-
mender Systems, pp. 501–505, (2019).

[20] Karen L Myers and Neil Yorke-Smith, ‘Proactivity in an intentionally
helpful personal assistive agent.’, in AAAI Spring Symposium: Inten-
tions in Intelligent Systems, pp. 34–37, (2007).

[21] Amir Padovitz, Seng Wai Loke, and Arkady Zaslavsky, ‘Towards a the-
ory of context spaces’, in IEEE Annual Conference on Pervasive Com-
puting and Communications Workshops, 2004. Proceedings of the Sec-
ond, pp. 38–42. IEEE, (2004).

[22] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion,
O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, J. Vander-
plas, A. Passos, D. Cournapeau, M. Brucher, M. Perrot, and E. Duch-
esnay, ‘Scikit-learn: Machine learning in Python’, Journal of Machine
Learning Research, 12, 2825–2830, (2011).

[23] Lawrence A Pervin, ‘A free-response description approach to the anal-
ysis of person-situation interaction’, ETS Research Bulletin Series,
1975(2), i–26, (1975).

[24] John F Rauthmann, David Gallardo-Pujol, Esther M Guillaume, Elysia
Todd, Christopher S Nave, Ryne A Sherman, Matthias Ziegler, Ash-
ley Bell Jones, and David C Funder, ‘The situational eight diamonds: A
taxonomy of major dimensions of situation characteristics.’, Journal of
Personality and Social Psychology, 107(4), 677, (2014).

[25] John F Rauthmann and Ryne A Sherman, ‘Measuring the situational
eight diamonds characteristics of situations: An optimization of the rsq-
8 to the s8*.’, European Journal of Psychological Assessment, 32(2),
155, (2016).

[26] Milton Rokeach, The nature of human values., Free press, 1973.
[27] Shalom H Schwartz, ‘Universals in the content and structure of values:

Theoretical advances and empirical tests in 20 countries’, Advances in
experimental social psychology, 25(1), 1–65, (1992).

[28] Shalom H Schwartz, ‘Human values’, European Social Survey Educa-
tion Net, (2005).

[29] Shalom H Schwartz, ‘An overview of the schwartz theory of basic val-
ues’, Online readings in Psychology and Culture, 2(1), 2307–0919,
(2012).

[30] Ryne A Sherman, Christopher S Nave, and David C Funder, ‘Properties
of persons and situations related to overall and distinctive personality-
behavior congruence’, Journal of Research in Personality, 46(1), 87–
101, (2012).

[31] Myrthe Tielman, Willem-Paul Brinkman, and Mark A Neerincx, ‘De-
sign guidelines for a virtual coach for post-traumatic stress disorder
patients’, in International Conference on Intelligent Virtual Agents, pp.
434–437. Springer, (2014).

[32] Myrthe L Tielman, Catholijn M Jonker, and M Birna van Riemsdijk,
‘What should i do? deriving norms from actions, values and context’, in
10th International Workshop on Modelling and Reasoning in Context,
(2018).

[33] Juan Ye, Simon Dobson, and Susan McKeever, ‘Situation identification
techniques in pervasive computing: A review’, Pervasive and mobile
computing, 8(1), 36–66, (2012).

A User Study Survey

The survey can be accessed in the following link: https:
//tudelft.fra1.qualtrics.com/jfe/form/SV_
bsdYhzLjbJH64zX

A.1 Part 1 - Collecting Situations

Introductory text: In this part, you will be asked to describe two sit-
uations involving you and one other person that occurred in your life
during the previous weeks. Try to think of situations in which a con-
crete activity took place (e.g., not a situation such as ”I saw someone
in the street and said hello”). Describe the situation in 3-4 sentences,
and focus on describing the activity, your relation to the other per-
son, as well as how each of you behaved in the situation. Think of
concrete and specific situations that actually took place, and not of
”situation types”. Please, think of two diverse situations (i.e., they
involved different people, and different activities took place). After
describing the situations, you will be asked some general questions
about them.

For each situation, the following questions were asked:

• Please describe the situation.
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• When did the situation that you just described take place, approx-
imately? (day and time)

• What was the main activity that took place in that situation?
• Where did the situation occur? Please do not give the exact ad-

dress/name of the place, the type of place suffices (e.g. at a bar, in
my office, etc.).

• What’s the role of the other person that is present in the situation?
(e.g. ”child” would suggest that that person is your child). options:
{partner, parent, sibling, child, friend, extended family member,
neighbor, coworker, supervisor, member of the same group (e.g.,
sports team), other}

A.2 Part 2 - Psychological Characteristics of
Situations

For each situation, participants were presented with the text of
their described situation, and for each situation they were asked:

“How much does each of these statements apply to the situation
that you just described?”. options: {Not at all, Very little, A little,
Moderately, A lot, Very much, Totally}

• A job needs to be done.
• I have to fulfill my duties.
• Task-oriented thinking is required.
• The situation contains intellectual stimuli.
• There is the opportunity to demonstrate intellectual capacities.
• Information needs to be deeply processed.
• I am being blamed for something.
• I am being criticized.
• I am being threatened by something or someone.
• The situation is sexually charged.
• Potential sexual or romantic partners are present.
• Physical attractiveness is relevant.
• The situation is joyous and exuberant.
• The situation is pleasant.
• The situation is playful.
• The situation could entail frustration.
• The situation could elicit stress.
• The situation could elicit feelings of tension.
• It is possible to deceive someone.
• Someone in this situation could be deceived.
• Not dealing with others in an honest way is possible.
• Communication with other people is important or desired.
• Close personal relationships are important or can develop.
• Others show many communicative signals.

A.3 Part 3 - Personal Values
Introductory text: Personal values represent things that can be im-
portant to you in life. Different situations can promote or demote
some specific values. For example, skiing can promote values such
as pleasure or having an exciting life, but on the other hand it can
demote values such as safety, since there’s always the chance of get-
ting hurt. In the last part of this survey you will be presented with a
list of values, and for each of them you will be asked to answer to
what extent they would be promoted/demoted in the situations that
you described in the first part of the survey.

For each situation, participants were presented with the text of
their described situation, and for each situation they were asked:

To what extent does this situation promote/demote each of these
values? options: slider from -10 (fully demote) to 10 (fully promote),
where 0 is marked as ‘neither promote nor demote’.

• Equality;
• Broad-mindedness;
• Protecting the environment;
• Helpfulness;
• Loyalty;
• Humbleness;
• Respect for tradition;
• Obedience;
• Self-discipline;
• Safety;
• Health;
• Wealth;
• Authority;
• Capability;
• Success;
• Pleasure;
• Enjoyment of life;
• A varied life;
• An exciting life;
• Creativity;
• Independence.
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Linking actions to value categories - a first step in
categorization for easier value elicitation

Djoshua D. M. Moonen and Myrthe L. Tielman 1

Abstract. Computer systems are increasingly involved in making
decisions. Therefore, it is increasingly important that they understand
our values. To make values usable, context is important, both of the
individual and the actions they underlie. This work aims to study if it
is possible to make it easier to elicit an individual’s values by using
the context of the action. Practically, we first held an expert survey
(n = 7) to see if some values are more likely to underlie some actions
than others. The results were positive on this score, so a second study
(user, (n = 135)) was done showing that restricting the number of val-
ues made it easier to elicit values from users while not unnecessarily
limiting their expression. This work shows that when linking actions
to values, it is possible to make the elicitation easier by only show-
ing the applicable options. This is an important step in being able to
incorporate values in computerized decision making.

1 Introduction
Computer systems are increasingly helping us to make and stick
to important decisions in life. Reminder systems, health apps and
social-media blockers all function to help us change behavior in some
way [5, 7]. However, such systems often blindly stick to a single
goal, and do not truly understand the motivations behind our actions,
nor the context in which we make our decisions. To help technology
understand these motivations, values have been proposed [1]. Val-
ues represent the things we find important in life, and which guide
our decisions [8]. Therefore, they have long been taken into account
in system design [3]. However, to flexibly adapt to individual val-
ues, systems require values in the reasoning as well in the design.
In recent years, a number of systems have attempted to model this
reasoning by linking values to our choices in some way [2, 10]. Ide-
ally, such work will lead to systems that can more flexibly adapt their
decision making and take into account values in their reasoning [1].

Values are general, abstract concepts. However, for a system to use
them, they need to be made concrete. They need to be linked to ac-
tions [10], or to choices [2]. Often, this is also done by transforming
values into norms [3]. This concretization of values means that infor-
mation needs to be added about the context in which they are applied.
We identify two main types of context. Firstly, the individual needs
to be taken into account, as people have different values, as well as
different views on what a value means for them. Secondly, what type
of choices or actions the value is applied to is relevant, values will
take on different meanings in different domains.

The first type of context is the individual, which means that infor-
mation about values should ideally come from them. The most ob-
vious source for this information are the users themselves, but peo-
ple have often not explicitly thought about values, or do not even

1 Delft University of Technology

fully understand the concept. Moreover, the conversational capabil-
ities of many automated systems are not yet capable of this type of
conversation. So this information is difficult for a system to obtain
[6]. Therefore, most existing value-elicitation methods are based in
human-human interaction [11], or are aimed at what values are im-
portant in general [9].

In order to make this elicitation of an individual’s values easier, it
is helpful to consider the second form of context, namely the action.
Most systems have attempted to elicit values in general. But values
can take on different meanings in different domains. For instance,
safety might mean something different for choosing a car than for
choosing a doctor. Similarly, the choice to go to work is motivated
by different types of values than the choice to go to a party. This also
means that we could use this type of context to narrow the conversa-
tion about values between a system and human.

If we want to know what value underlies a certain action for a
specific individual, we could pose this as a question in which the
user can pick from all possible values. However, this would mean
a very large answer space. And as mentioned, the action probably
also limits what values are most likely to underlie that choice. So it
might be possible to use this context to limit the amount of possible
values an individual has to pick from, for instance in the form of a
pre-selection of the list of values. However, as we are interested in the
individual’s values, not just the most likely ones underlying a general
action, it is also important to not limit the individual too much in what
they can express by making this pre-selection too small. In this paper,
we wish to explore whether it is possible to make elicitation easier in
this way without limiting expression.

Thus, in this work we explore two things. Firstly, whether it is
possible to make a pre-selection of values which are more likely to
underlie a choice for a specific action. And secondly, whether a pre-
selection like this makes it easier for users to select a value from a
list while not limiting them in their expressive ability. In section 2
the first question is explored by means of an expert study. Section 3
explores the second question by means of a user study and 4 presents
the results. A discussion and conclusion based on the findings can be
found in section 5.

2 Value Categorization

In order to make value-selection easier, we propose to make a pre-
selection based on the type of activity the value promotes. Our hy-
pothesis is that different actions have different value types which of-
ten underlie them. For instance, the values which underlie people’s
choice to go to work are probably different from the one to watch a
movie. In order to study whether such a pre-selection can be made
and what it would be, an expert-study was performed. The goal of
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this study was two-fold. Firstly, to see if there is agreement amongst
experts in what categories of values are most likely to underlie the
choice to perform a specific action. And secondly, if there is such
agreement, what categories of values are most likely for what ac-
tions.

2.1 Participants

The study was conducted with 7 participants (71.4% male), recruited
from research staff and PhD students of Delft University of Tech-
nology. All participants were familiar with or have worked on value-
based topics. Average age was 33.4 (sd 7.2) and they had an average
of 3.83 years (sd 4.41) of experience with value-based research.

2.2 Procedure

The participants were sent a survey along with instructions. The in-
structions defined value as used by Schwarz (1992) including a de-
tailed description of each of the 10 value categories [8]. Participants
were asked to consider 40 actions, and for each indicate which top
three of value categories would be most likely to underlie a person’s
choice to perform those actions. The full list of actions can be seen
in Table 1. These actions were selected in such a way that the list
represented a diverse set of daily activities, and the authors felt all
value categories were most likely to be covered at least once.

2.3 Measures

After the surveys were filled in, the anonymized data was aggregated.
This was done by counting the frequency of each value category in
the 1st, 2nd and 3rd places for each action. Then, first place was
awarded a score of 4, second place a score of 2 and third place a score
of 1 for each time it appeared in said place. The scores were summed
up such that every value category received an overall score per action.
This formula was chosen such that a first place was worth a little
more than a third and second place combined, and the same as two
second places combined. After this score was created, a threshold
of 9 was chosen in order to determine which categories were most
relevant for each action. All categories scoring 9 or over were marked
as relevant. This threshold was chosen such that each action had at
least has one value category above the threshold.

2.4 Results

Table 1 shows the full results, marking each value category’s score
for each of the included actions. The rightmost column shows the
difference between the mean score and the maximum score per ac-
tion. This number indicates how much agreement existed between
experts, with higher numbers indicating more agreement. Further-
more, it shows which value categories were marked by the experts as
being relevant (above the threshold of 9) in red/bold.

From Table 1 the average distance from the highest score to the
mean was computed, which is 11.4 on average. This indicates that
for many actions a value category exists which scores visibly better
than the rest. After all, to get an overall score of 11, at least 3 of the 7
participants needed to have scored one particular category in at least
2nd place. To get this number as difference from the mean score, this
means the majority of the 7 experts agreed on the highest scoring
category. This consensus indicates that we might, indeed, use value
categories that are in Table 1 to pre-select what values a user can

choose from. However, more work is necessary to study if this pre-
selection truly does not limit users in the expression of their values,
as well as to know if it actually achieves its goal of making value
selection easier.

3 User Study
The results from the expert study show the potential of using a pre-
selection of possible values based on the action. The goal of this
pre-selection would be to make it easier for users to indicate what
values underlie decisions to perform actions. However, it is impor-
tant that people do not feel this pre-selection limits their freedom of
expression, as the pre-selection is not meant to push users into giv-
ing certain answers. To study these two aspects, an online between-
subject user study was performed. Participants were asked what
value would most likely underlie an action. Half were only shown
the pre-selection to pick from, while participants in the other condi-
tion were shown the full list of values from Schwarz [8].

3.1 Participants
For this study, participants were recruited via Amazon Mechanical
Turk. 297 started the survey, and 231 completed it. Of these 231,
64 did not answer the control question correctly and were, therefore,
excluded. Of the 167 remaining, 8 filled in the survey twice, and the
data of their second time was deleted, leaving 159. One final partici-
pant was excluded because they did not collect their payment, leaving
us with 158 participants included in the initial analysis.

When looking at this initial data, we noticed that some of the
participants had only clicked once on the pages with the questions,
namely for going to the next page. This can be taken as evidence that
they did not look at the full drop down list of values, just leaving
the first, default answer in place. In some cases, this might just in-
dicate that the default answer seemed correct, but some participants
also did this for every question. In the end, it was decided to remove
participants that had answered 10 or more questions within a second
of seeing the page, as it would’ve been nearly impossible for them to
have fully read a question in that time. The threshold of 10 was chose
due to it being over half of the questions. This way 23 participants
were removed. This made the final number of participants included
in the analysis 135.

3.2 Procedure
The participants were asked to fill in a survey. The survey start-
ing with some general information, followed by asking for informed
consent of the participants. After obtaining consent the participants
were placed in 1 of 2 conditions after which 19 questions were asked
where the amount of answers was dependant on the condition the par-
ticipant were in. The 19 questions were asked in random order where
on each question the answers were also in random order. The survey
concluded by asking the participants 5 questions on their experience
completing the survey.

3.3 Measures
We measured the total time spent to complete the survey and the first
click, last click, the total amount of clicks and time at which the ques-
tions was submitted. The difference between time of the first and last
click was used to measure the time actually spent on each of the ques-
tions. This metric proved to be useful as some of the participants had
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Table 1. Weighted numerical representation of action per value category.
Achievement(AC), Benevolence(BE), Conformity(CO),F Hedonism(HE), Power(PO), Security(SE), Self-Direction(SD), Stimulation(ST), Tradition(TR),
Universalism(UN). First place is worth 4 points, second 2 and third 1. The mean to highest represents the difference from the highest to the average score.

Highlighted in red/bold are the value categories higher or equal then 9, so marked as relevant for that action

Promoted activity AC BE CO HE PO SE SD ST TR UN Mean to highest

Act politely 2 12 11 0 1 1 4 0 4 7 7,8
Buy something 8 4 4 11 1 4 5 4 1 0 6,8
Care for someone 2 20 1 2 2 4 2 4 0 6 15,7
Celebrate holiday 0 0 2 11 4 5 2 5 13 0 8,8
Communicate 5 4 3 0 4 2 3 8 1 12 7,8
Compete 10 0 2 1 7 1 2 8 4 0 6,5
Cook 9 0 0 13 0 10 4 2 3 1 8,8
Create something (e.g. painting) 10 0 0 6 1 0 11 12 1 1 7,8
Decide what to do 4 0 0 1 11 0 20 4 0 2 15,8
Do something exciting 6 0 2 16 1 1 2 14 0 0 11,8
Drink 4 0 2 20 0 4 3 4 4 1 15,8
Eat 0 2 6 12 0 14 3 0 5 0 9,8
Enjoy art 0 0 0 15 2 4 3 10 2 6 10,8
Exercise 13 0 0 2 2 11 9 5 0 0 8,8
Exercise influence 4 7 0 1 18 0 4 8 0 0 13,8
Follow a ceremony 0 0 11 4 0 3 1 1 20 2 15,8
Follow the law 0 1 22 4 0 7 0 1 4 3 17,8
Help someone 1 18 2 0 4 2 4 1 0 10 13,8
Learn 8 0 2 1 2 2 16 6 0 5 11,8
Make decisions for others 8 5 0 1 18 0 5 0 3 2 13,8
Make money 13 0 0 11 8 8 5 0 0 0 8,5
Meditate 2 7 1 5 1 2 16 4 4 0 11,8
Perform (e.g. a play) 11 4 1 2 2 0 6 15 0 1 10,8
Plan your day 10 0 2 4 3 1 18 0 2 0 14
Play games 2 0 3 11 0 0 6 14 5 1 9,8
Pray 2 2 1 0 0 8 6 4 17 2 12,8
Protect others 0 18 4 0 5 8 0 0 1 6 13,8
Protect your belongings 1 0 4 2 5 24 2 0 1 2 19,9
Protect yourself 2 1 2 0 7 20 4 0 5 1 15,8
Read 0 4 1 4 2 1 9 11 0 10 6,8
Relax 0 6 1 18 0 8 6 1 0 2 13,8
Repair something (e.g. car) 18 2 0 5 4 1 1 9 0 2 13,8
Sleep 0 1 0 11 3 16 8 2 0 0 11,9
Spend time with family 0 6 4 8 1 3 0 6 10 4 5,8
Spend time with friends 0 5 2 9 4 5 6 9 1 1 4,8
Study 10 0 0 5 2 0 12 6 1 6 7,8
Take responsibility 2 11 0 2 16 2 5 0 1 3 11,8
Travel 1 0 2 12 0 0 11 15 0 1 10,8
Watch movies 2 0 1 18 0 0 2 13 4 2 13,8
Work 11 0 1 0 4 8 11 6 1 0 6,8

taken breaks over 10 minutes long before the first click on a question
was made, so we could not look at total time spent on the page. The
first 19 questions were regarding values, there the last 5 questions
were about the participants’ experience taking the survey. These 5
consisted of 4 questions about the difficulty of the survey, followed
by 1 question asking if the participant was missing the option for the
answer they wanted to give. The first 4 questions regarding difficulty
of the survey used a 5-point Likert scale ranging from -2 (Extremely
difficult) via 0 (Neither easy nor difficult) to 2 (Extremely easy). The
last question regarding missing answer options used a 4-point Likert
scale ranging from 1 (Only some of the questions) to 4 (All of the
questions).

4 Results

The data was analyzed with R version 3.6.1 and the analysis was split
into 3 parts. The first part is analyzing the time spent on questions
about values. The second part is on the questions regarding difficulty
of the survey. And the third and last part is on the perceived lack of
answers to the questions of the survey.

The time spent on the questions on values was analysed by using
the mean time spent per question. The Shapiro-Wilk normality test
was used, indicating that the data was not normally distributed (W =
0.77, p < 0.01). Therefore the Wilcoxon rank sum test with continu-
ity correction was used, indicating that a significant difference exists
between conditions in the amount it took for people to answer what
value was most relevant (W = 3068, p < 0.01).
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Difficulty was tested with four questions. In order to create a single
difficulty score, the questions had their internal cohesion tested using
Cronbach’s alpha and were found to be internally cohesive (α.83).
The Shapiro-Wilk normality test shows the data was not normally
distributed (W = 0.95, p < 0.01). Therefore the Wilcoxon rank sum
test with continuity correction was used, showing significant differ-
ence in the answers on questions regarding the difficulty of the survey
between the two conditions (W = 1394.5, p < 0.01).

The question regarding freedom of answers was analysed sepa-
rately. On average, people indicated that they could answer as they
wished for ’most of the answers’ (3) for both conditions (all answers:
M=2.95, SD=0.73, pre-selection: M=3.01, SD=0.86). As the data
was not normally distributed (Following Shapiro-Wilk W = 0.79, p
< 0.01), the Wilcoxon rank sum test with continuity correction was
used, showing no significant difference between the two groups re-
garding their experience of missing answers (W = 2112.5, p = 0.455).

5 Discussion and Conclusion
The results show that participants that received the pre-selection
spent significantly less time on average per value question, imply-
ing that it was easier to select an answer from the pre-selection. This
was probably partly because there are less answers to consider, but
could also be because people already had had an answer in mind and
it would take less time to find their answer. Overall this means that
the survey with pre-selected answers was less of a time investment,
and that it was potentially easier to complete. This implication is sup-
ported by the results from the questionnaire, which also show that the
participants that received the pre-selection found the survey signifi-
cantly easier to complete. One concern with only presenting people
with a pre-selection would be that it limits people’s freedom of ex-
pression. However, our results show no significant difference in the
amount of times people wanted to pick a value which was missing
from the list. Note that the average score of both conditions indi-
cated that they were able to find their value for ’most of the actions’.
Therefore, we found no evidence that making a pre-selection lead to
people feeling restricted in their expression.

5.1 Contributions
Values are abstract concepts, but when a system needs to use them,
they need to be seen in the context of both the individual and what
actions they are applied to. In this work, we use the context of these
actions to inform us about what values are most likely, in order to
more easily elicit values from an individual. More specifically, this
study shows that it is possible to present a pre-selected list of val-
ues to participants based on the context of the action it is applied to.
This pre-selected list makes the process of picking underlying values
faster and easier to perform, without it affecting the freedom of ex-
pression perceived by participants. This is important as this technique
can be used by systems to learn what values underlay an individual’s
choice to perform an action. In this way, values can be used by sys-
tem’s to adjust their advice and decision making processes, and to
align better with their users. Values form a large part of the moral
context in which people make decisions, so it is important that we
take steps to allow systems to understand these better [1].

5.2 Limitations
Firstly, our pre-selection was based on a limited number of expert
participants. Although our results indicate that this was a good pre-
selection, we do not assume full consensus on what this should look

like. For a fully validated pre-selection of what value type corre-
sponds to what action, more work would need to be done. However,
our main intention was to study whether such a pre-selection was
even possible in the first place and we believe this smaller sample
was enough to show that this is indeed the case. Secondly, the ques-
tions about difficulty and perceived amount of missing answers used
self-reported data for the analysis. We do not fully know to what ex-
tent people truly found it more difficult because of the long list, or
because the selection made values easier to think about. Moreover,
the results with respect to freedom of answers were all relatively
high, which might indicate a ceiling effect. Although we did not find
that a pre-selection limited people’s perceived freedom in choice, this
might be because they simply could not think of anything else. How-
ever, when presented with a full list some people might still pick
things which were not in the pre-selection. As we did not show the
same people both the full and the pre-selection lists, a direct compar-
ison like this was not possible.

5.3 Future Work
Firstly, this paper focused on a pre-selection on values for ease of
use. At the moment, you need to have the pre-selection for each spe-
cific action. To be able to scale up to any arbitrary set of actions it
would be worthwhile to explore the existence of a groupings of ac-
tions that share the same values. The possibility exists that values
can be extrapolated, making it easier for the system to scale in the
amount of actions. Secondly, this paper only looks at actions to nar-
row down a pre-selection of possible underlying values. However,
in indicating what value underlies an action, more contextual factors
might play a role. Things like time of day, weather and surrounding
actions might be relevant. But a good starting point for taking into
account more context might also be social situation. Social norms
are highly dependent on our values, so whether we perform an action
with friends or with colleagues might change what value underlies it
[4]. More work is necessary to see whether such additional context
factors would allow for better pre-selections of values. Finally, this
paper assumes that the answers filled in by the participants in the sur-
veys are representative of their beliefs. However, talking about values
is difficult, and so is verifying whether what people say about their
values matches with what they actually value in practise. Therefore,
it would be interesting to see to what extent the answers given in the
survey coincide with the values that the participants actually hold.

5.4 Conclusion
Values are increasingly being incorporated in technology, but their
elicitation remains difficult. In this work, we explore whether it
is possible to make value elicitation for specific actions easier by
presenting people with a pre-selection containing only those values
most relevant to that action context. In an expert study, we found
that there is indeed some consensus on what value categories are
most likely to correspond to an action. This indicates that it is indeed
possible to make a pre-selection of most relevant values based on the
actions that are looked into. Additionally, in a user study with such
a pre-selection we found that it made it easier for people to choose
the most likely underlying value for an action, without diminishing
their perceived freedom of choice. These results are important for
the process of value elicitation and through that of value-based
reasoning, which is becoming more important in today’s society
where we increasingly interact with technology on a personal level.
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A Transparent Framework towards the Context-Sensitive
Recognition of Conversational Engagement

Alexander Heimerl, Tobias Baur, Elisabeth André 1

Abstract.
Modelling and recognising affective and mental user states is an

urging topic in multiple research fields. This work suggests an ap-
proach towards adequate recognition of such states by combining
state-of-the-art behaviour recognition classifiers in a transparent and
explainable modelling framework that also allows to consider con-
textual aspects in the inference process. More precisely, in this paper
we exemplify the idea of our framework with the recognition of con-
versational engagement in bi-directional conversations. We introduce
a multi-modal annotation scheme for conversational engagement. We
further introduce our hybrid approach that combines the accuracy of
state-of-the art machine learning techniques, such as deep learning,
with the capabilities of Bayesian Networks that are inherently inter-
pretable and feature an important aspect that modern approaches are
lacking - causal inference. In an evaluation on a large multi-modal
corpus of bi-directional conversations, we show that this hybrid ap-
proach can even outperform state-of-the-art black-box approaches by
considering context information and causal relations.

1 Introduction
Nowadays, machine learning approaches are most often purely data-
driven as they use so-called ”black-box” approaches that map low-
level features or decisions of previous classifiers onto abstract labels
following statistical methods. Here we usually have no transparent
concept of how the model is internally represented, e.g. how and why
weights on the nodes of artificial neural networks are related.

In most research areas (e.g., in psychology, behaviour analysis,
but also physics), the goal of creating a model is to reason about ob-
servations in the world, while creating and validating theories that
aim to find causation and explanations. Then, such models are often
validated in simulations, or collated with real-world observations.
That means on the one hand, we have data-driven models in ma-
chine learning that do a decent job in creating predictions for a huge
amount of recognition problems, but deliver no transparent way to
understand their decisions and don’t necessarily have a theory behind
them. On the other hand, we have models that aim to explain interre-
lations of observations of the world and/or of their inner states. Such
models are also called ”white-box” approaches.
In this paper, we suggest a hybrid approach that combines state-
of-the-art ”black-box” recognition models with a transparent causal
inference model. Lately, the focus of research tends towards deep
end-to-end learning with artificial neural networks. While such ap-
proaches deliver promising results on audio-visual data, they only
give little insight on how and why they predict behaviours the way
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they do. In this work, we investigate the recognition of ”conversa-
tional engagement”. Especially in scenarios where it is essential to
know why a person’s behaviour is interpreted as, e.g., ”strongly dis-
engaged”, the idea is often to identify cues that led to this interpre-
tation, providing an additional abstraction layer. Here, the relevance
of a comprehensible model becomes very clear. Imagine a system
that gives feedback on how engaged a person appeared in a social
coaching scenario. A model should be able to give feedback on why
it decided a person appeared to be strongly engaged or disengaged,
so that a human can learn from the feedback. In order to infer com-
plex social signals with a transparent model, we combine predic-
tions of multiple high-precision classifiers with dynamic Bayesian
networks (DBN) [32]. DBNs are probabilistic models that allow ex-
pressing causal relationships between nodes in a network, while at
the same time considering previous observations. Even tough the pa-
rameters for such nodes and even the overall network structure may
be learned with machine learning techniques, DBNs allow retracing
the decisions they are making for each node or layer of nodes visu-
ally and are therefore inherently interpretable. While the structure of
a DBN may be modelled based on a theory and grounded in social
sciences, our framework allows to consider parallel observations, so
it can learn correlations between concurrent behaviours, context and
the complex phenomena of interest.

2 Related work
2.1 Engagement in psychology
Engagement is a complex social attitude. This becomes apparent
when being confronted by the mass of available definitions. In fact
Glas et. al [17] gave an overview of many different engagement defi-
nitions, with some of them being very context specific. The definition
of Poggi coincides best with a general understanding of engagement.
She describes it as: “The value that a participant in an interaction
attributes to the goal of being together with the other participant(s)
and of continuing the interaction.” [36]. As complex as it is to ac-
quire a fitting definition, equally complex is the manifestation of en-
gagement in conversations. There are multiple behaviours that are
strongly connected to it.
In general, body language is an elemental part in expressing conver-
sational engagement. To be more precise, the alignment of the body
and the limbs play an important role on broadcasting the state of en-
gagement [31]. Interlocutors, that are engaged during a conversation,
align their bodies to each other, as described in [22], “to create a
frame of engagement”.
However not only the body position and body movement relative to
each other is an important criteria, also the individual body behaviour
is of great interest. Lots of body movement may indicate some kind
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of restlessness. This was found to be connected to boredom, which
is a manifestation of low engagement [14]. Also depending on the
level of engagement the body reacts with more subtle signals. Heart
rate, blood pressure, EEG and galvanic skin response are all potential
candidates to draw conclusions about engagement [51].
Moreover specific gestures may allow to draw conclusions about the
level of engagement. Lausberg [25] investigated, among other things,
the origin of self-touch gestures. She describes, that self-touch ges-
tures occur when people are emotionally engaged. Alongside self-
touch gestures there are also more complex gestures, that reflect dif-
ferent affective states [28].
Another crucial part in human interaction are “Feedback / Backchan-
nels”. It describes a high-level behaviour that is related to engage-
ment. Backchannels are a kind of feedback. They occur between in-
terlocutors and are typically in the form of non-intrusive acoustic or
visual signals, e.g. a simple “Yes” or a headnod. Backchannels are a
tool, to not only signal the success of communication, but also pro-
vide information about the level of engagement [17].
A strong form of engagement manifestation is mirroring of be-
haviours, be it acoustic or visual, from one interlocutor by the other.
Those go by the terms “Synchrony”, “Mimicry” or “Alignment”.
All of those represent a connection or bonding between interlocu-
tors [17].

2.2 Recognition of engagement

Engagement has been investigated from various research angles, e.g.
how to define engagement, how to annotate engagement or how to
automatically predict engagement. Therefore it is no surprise that
there are many different systems available to automatically predict
engagement.
Rich et al. [39] introduced a reusable module for the recognition of
engagement in human-robot interaction. They identified four con-
nection events that they found to be tools for the maintenance of en-
gagement. The four events were, directed gaze, mutual facial gaze,
adjacency pairs, verbal and non-verbal backchannels. Those con-
cepts built the theoretical foundation for their engagement recogni-
tion module.
Sanghvi et al. [45] predicted engagement based on body posture fea-
tures. All their features have been extracted from video signals. They
identified following important posture features: “Body lean angle”,
“Slouch factor”, “Quantity of motion” and “Contraction index”. For
the classification they used Weka [16] and evaluated 63 different
classifiers. The best ones achieved a prediction accuracy of 82% on
the two classes “engaged” and “not engaged”.
Roman Bednarik et al. [7] focused on recognising conversational
engagement with gaze data. Further, they introduced an annotation
scheme for the different levels of conversational engagement. They
defined a total of six levels. In ascending order, the first being the
lowest level of engagement and the last being the highest level of en-
gagement: “No interest”, “Following”, “Responding”, “Conversing”,
“Influencing discussion discourse/topic” and “Governing/managing
discussion”. To ease down the classification task the authors decided
to reduce the six classes of engagement to a two-classes problem -
low and high engagement. For the automatic estimation they com-
puted a total of 26 features from the raw eye gaze data, e.g. number
of fixations, number of saccades, minimal and maximal fixation du-
ration, minimal and maximal saccade amplitude, quantity of fixation
at the speakers’ face. Those features have been used to train a SVM.
Following this approach they achieved a prediction accuracy of 74%.
Yun et al. [56] proposed a convolutional neural network(CNN) to au-

tomatically predict engagement of children. For training their CNN
they relied solely on facial images. However due to limited training
data they used CNNs that have been pre-trained on face recognition
tasks. Their network architecture includes a new layer combination to
model temporal dynamics in order to extract high-level features from
low-level features. For predicting engagement they distinguished be-
tween four levels of engagement, high engagement, low engagement,
low disengagement and high disengagement. On the given task their
network architecture achieved a balanced accuracy of 0.7807.

There is already plenty of research available that targets recog-
nising engagement. However most of the systems focus solely on
finding feasible features, either handcrafted or extracted from con-
volutional layers to optimise prediction accuracy. Little attention is
payed to context, which is important when it comes to recognising
engagement in everyday scenarios. Depending on the environment
individuals are in it can affect how people behave and also what kind
of cues they are using during a conversation. Imagine a student talk-
ing to his friend during a break in comparison to a student attend-
ing an oral exam. However not only external factors can influence
the broadcasting of engagement. Also the very unique psychologi-
cal traits every person has can influence their behaviour. An extro-
vert person in comparison to an introvert person can appear totally
different during a conversation. Those examples illustrate potential
context information that should be considered when recognising en-
gagement.

2.3 Bayesian networks

Bayesian networks have been successfully applied in earlier work
in the area of high-level interpretation of social signals. One of the
pioneer studies is the work by Conati et al. [11]. They have incorpo-
rated bio-feedback sensors into a complex emotion model, that was
based on a subset of the emotions proposed by OCC theory [34].
They employed a dynamic decision network (a generalisation of a
dynamic Bayesian network) to capture many of the complex phe-
nomena associated with appraisal theories. In particular, their model
estimated student goals based on personality traits and events which
represent changes in the environment (e.g., progress in the system)
as well as evidence from physical feedback channels to support the
model’s prediction.
Sabourin et al. [43] focused, similar to Conati et al., on learners’ emo-
tions, and employed multiple variations of Bayesian networks. More
specifically, they investigated the benefits of using cognitive models
of learner emotions, to guide the development of Bayesian networks
for prediction of student affect. Predictive models were empirically
trained on data, acquired from 260 students interacting with a game-
based learning environment. As a dynamic Bayesian network turned
out to be the most successful model, they emphasised the importance
of temporal information in predicting learner emotions. They con-
cluded that predictive models may be used to validate theoretical
models of emotion.
Wöllmer et al. [55] combined a hierarchical dynamic Bayesian net-
work to detect linguistic keyword features together with long short-
term memory (LSTM) neural networks [19] which model phoneme
context and emotional history to predict the affective state of the user.
This way, they are combining acoustic, linguistic, and long-term con-
text information to continuously predict the current valence and acti-
vation in a two-dimensional emotion space.
Lugrin et al. [26] used Bayesian networks to incorporate culture
into intelligent systems by combining theory-based and data-driven
approaches. Their network aims to generate non-verbal culture-
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dependent behaviours. While the model is structured based on cul-
tural theories and theoretical knowledge of their influence on pro-
totypical behaviour, the parameters of the model are learned from a
multi-modal corpus recorded in the German and Japanese cultures.
In their work, they aim to generate adequate behaviours for an agent
to show, based on its simulated culture.
Finally, one could conclude that (dynamic) Bayesian networks have
been successfully employed for some predefined contexts and appli-
cations. Especially when considering context, as it is essential in e.g.
appraisal emotion models, or in specific applications, DBNs turn out
to be a promising approach. In contrast to most other fusion mech-
anisms their structure may be actively modelled, based on existing
theories, so that the structure contains valuable information implic-
itly, allowing to include existing knowledge in the model. This is
especially useful when it is required to make assumptions why the
model predicted one outcome and not another. It is worth mentioning
that context information has only rarely been taken into account - or
in most cases, limited to aspects like temporal context in previous re-
search. Yet, in human communication multiple aspects of context [6]
continuously influence our behaviours.

2.4 Explainable AI Approaches

The current trend in machine learning tends towards deep learning
and neural network architectures that in contrast to Bayesian net-
works aren’t inherently interpretable. Therefore efforts are made to
provide explanations for such ”black-box” approaches. In general
we can distinguish between two kinds of systems providing expla-
nations: model-agnostic or model-specific. Model-agnostic systems
are capable of generating explanations independent of the underly-
ing model. Ribeiro et al. introduce in [38] LIME, a model-agnostic
approach for the generation of explanations. LIME is able to provide
explanations for any given model by approximating an interpretable
model around the passed model.
Alber et al. [3] introduced a library named iNNvestigate that pro-
vides implementations of common analysis methods for neural net-
works, e.g. PatternNet and LRP. The generated explanations come
in the form of highlighted regions, that have been important for the
classification. The supported methods are in contrast to Lime model-
specific.
Same goes for SHAP developed by Lundberg et al. [27]. Their frame-
work generates explanations by assigning each feature a value, that
describes its importance in regard to the prediction.

Figure 1. The left image shows an explanation generated with LIME. The
right image displays an explanation generated with the iNNvestigate Library
using Guided Backpropagation. The neural network to be explained was
trained on raw image data from the NoXi corpus (see section 4) to predict
different emotions, in this particular case the network predicted happiness as
the subject’s emotional state.

Figure 1 displays what visual explanations generated by LIME and
iNNvestigate could possibly look like. The images have been gener-
ated within the scope of the presented work. While such visual ex-
planation systems are of great value in helping to better understand
which part of the input data was relevant for a decision, they don’t
provide causal explanations. The explanation generated by LIME
highlights areas that are important for predicting a specific class in
green colour, whereas the red coloured shapes describe areas that
speak against the predicted class. In the example provided in Figure 1
it is evident that a large part of the face including the smile of the per-
son is important for classifying happiness. However the other half of
the face is coloured red and even some areas in the background are
coloured green. With this information alone it is not easily compre-
hensible what the exact reasoning to predict a particular class has
been. The explanations generated with iNNvestigate are even harder
to correctly interpret. In the provided examples several edges outlin-
ing the facial features of the subject are marked being relevant for
predicting. Those explanations often leave the user guessing and ap-
plying self made causal coherencies to further explain the prediction.
Rather these approaches help to get better insight on the decisions of
a network on a feature level. A big advantage of Bayesian networks
is that the structure of a network can be modelled to have intrinsic
meaning. Those causal coherencies might be used as a foundation
for generating human-interpretable textual explanations.

3 The Role of Context

In current systems for recognising human behaviours only little at-
tention is given to context (e.g. context that is represented by sur-
rounding frames when training a model). Yet there are behaviours
that are difficult to analyse and interpret correctly without further in-
formation about the context of a situation. Context is a wide-ranging
term that has different meanings depending on the paradigm of re-
search, application and scenario. Duranti et al. [15] noted that it
seems impossible to present a single, precise and technical defini-
tion of context. Context information might appear as a single im-
pact factor on the interaction or as a combination of multiple types
of information. In addition to that, various challenges occur when it
comes to context in multimodal communication [50]. In this section
we approach different aspects of context:

Temporal context: In classical linguistics, context is ”a frame that
surrounds the event and provides resources for its appropriate in-
terpretation” [15]. Wöllmer et al. [54] considered context as the
temporal surroundings of an observation. In their work they suc-
cessfully applied bidirectional long-short-term memory (BLSTM)
neural networks to consider contextual long-range observations
for the prediction of emotions. They further investigated algo-
rithms such as multidimensional dynamic time wrapping (DTW)
and asynchronous hidden-markov models to fuse mutual informa-
tion from multiple modalities, while considering their temporal
alignment [53]. An overview on algorithmic approaches, such as
dynamic and canonical time wrapping in the context of facial ex-
pression analysis is given in [35].
When analysing complex social signals and emotions, the tem-
poral order of behaviours is of vast importance. As an example,
Keltner [21] describes a typical time series of behaviours in mul-
tiple modalities, that represent a typical instance for the complex
emotion ”embarrassment” in a social situation - a similar times
series of events as we consider here for recognising engagement.
Typically, the gaze shifts towards the bottom, the lips make slight
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Figure 2. A typical time series of social cues that are performed when a
person is feeling ”embarrassed”

movements that often turn into a smile followed by the gaze and
head shifting to the side and back. Considering such sequences
of social signals adds valuable information to the interpretation,
compared to the analysis of isolated single cues.

Interaction dynamics context Analysing the dynamics in human
communication includes being able to investigate both, the indi-
vidual multi-modal dynamics (see temporal context) as well as
the interpersonal dynamics. Researchers consider interpersonal
dynamics on multiple abstractions. For example, Delaherche et
al. and Varni et al. [13, 46] consider the synchronicity of people
in dyadic interactions on a signal level. Therefore, they devel-
oped a set of synchronicity measurements. Rich et al. [40] de-
fined state machines to automatically recognise the four interper-
sonal cues ”mutual gaze”, ”directed gaze”, ”adjacency pairs” and
”backchannels”. In their work they counted the appearance of such
bi-directional cues and considered their appearance as an indica-
tor of a person’s engagement. Another aspect is the current role in
a conversation. Depending on whether the user is in the role of a
listener or a speaker, the same kind of behaviour might be inter-
preted in a completely different way. The influence of the inter-
action role is illustrated by the following example. Let us assume
we observe a person showing a high amount of gestural activity.
If the person is in the role of a listener, the observed activity could
be interpreted as restlessness. On the opposite, if the person is in
the role of a speaker, we might conclude that the person is actively
engaged in the conversation. Salam et al. [44] classify multiple as-
pects of context as parts of the relationship of a social robot and a
human during an interaction. More precisely, the interaction con-
text in their definition describes how a scenario relates multiple
interlocutors.

Semantic context: The interpretation of detected social cues can be
entirely altered through the semantics of accompanying verbal ut-
terances. For example, a laughter in combination with an utterance
commenting a negative event would no longer be interpreted as a
sign of happiness, but rather be taken as sarcasm. By considering
the semantics of accompanying spoken content, detected social
cues could be interpreted more accurately. Studies further indicate
that humans use semantic context for the interpretation of facial
expressions [8, 37, 48].

Environmental context: The location and environmental surround-
ings may also influence the way we behave during an interaction.
As an example, Zimmermann et al. [57] argues that the environ-
mental surroundings directly influence our behaviours e.g. in the
way we breathe or speak. In human-computer interaction and es-
pecially in ubiquitous computing, a system is called context-aware
when it understands the circumstances and conditions surrounding
the user. Abowd et al. [1], define context as ”any information that
can be used to characterise the situation of an entity. An entity is
a person, place, or object that is considered relevant to the inter-
action between a user and an application, including the user and
applications themselves”. They further state that context is highly

dependable on the current perspective.
Social context: Another aspect of context is the so called ”social

context”. Riek et al. [41] stress the importance of considering
social context when creating automated behaviour analysis sys-
tems. In their definition, social context is the ”environment where
a particular person is situated with four factors that may influence
(their) behaviour: situational context, cultural context, the person’s
social role context, and the environmental social norms”. Such as-
pects may be addressed by the following questions: In what kind
of situation does the conversation happen? What is the setting of
the interaction? (situational context), How well do the interlocu-
tors know each other? Do they share common knowledge? What
culture or gender do they have? What is their personality like?
(cultural context). How is their relationship? How is their social
status? (the person’s social role). What are the social norms in the
location of the interaction? What are the social norms in the com-
munity of the interlocutors? (environmental social norms). Ques-
tions like these play an important role, especially when interpret-
ing non-verbal behaviour. Some of these aspects might be difficult
to retrieve in an automated manner during the interaction between
multiple interlocutors. However, if it is not possible to automat-
ically gather such context information, it could be collected up-
front.

When humans interpret behaviours of other people, they con-
sciously or unconsciously include these and similar considerations
in their reasoning process. Machines that aim to correctly interpret
human behaviours should therefore consider contextual aspects in
their interpretation models as well. Yet, besides temporal context
(e.g. [54]), only little attention has been put to contextual aspects
in current social signal processing research.

4 NoXi Database
The data for the upcoming evaluation tasks has been gathered from
the NoXi Database [9]. NoXi provides dyadic novice-expert con-
versations. One participant took the role of the expert and the other
one the role of the novice. Experts were free to chose the topic they
wanted to talk about. Furthermore, the novices were evenly free in
choosing what to listen to. This resulted in conversations covering
a broad scope of different topics ranging from photography to de-
mentia. Both participants were placed in separate rooms during the
recording. They interacted remotely through TV screens and micro-
phones. An example for the setup can be seen in Figure 3.

Figure 3. Recording of a novice-expert conversation in the NoXi database
[9].

The database covers multiple languages and ethnicities, e.g. En-
glish, French, German, Indonesian, Arabic, Spanish, Italian. How-
ever, English, German and French have been the languages that oc-
curred the most. A total of 84 sessions have been recorded, providing
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25 hours and 18 minutes of conversational data. Additionally, demo-
graphic information of the participants have been collected, which in-
clude gender, cultural identity, age and level of education. The range
of age has been from 21 to 50 years. We decided for the NoXi corpus
due to the fact that it contains multi-modal multi-person interaction
data and its transferability to social coaching scenarios. Moreover
the setup of the corpus allowed for both, engaging, as well as non-
engaging interactions.
A total of 19 sessions of the NoXi corpus have been annotated regard-
ing conversational engagement. The annotators followed the engage-
ment definition of Poggi, which we introduced in subsection 2.1. For
most of the sessions novice and expert annotations have been created.
Of the 19 sessions twelve are associated with French, four with En-
glish and three with German. For annotating, a continuous scheme
has been chosen. The engagement annotations were created on the
ratings of 4-7 different annotators. To measure the quality of the cre-
ated annotations, from every annotator, they are validated against
each other using the Pearson Correlation Coefficient (PCC). Based
on the PCC, a gold standard for the annotations has been created.
Whenever different annotators have scored a PCC value greater than
0.5 they have been merged to a gold standard annotation. Depend-
ing on the definition a value greater than 0.5 is considered a strong
uphill (positive) linear relationship. However, at least two annotators
have to score higher than 0.5, otherwise no gold standard has been
created for the specific session and the session has been discarded.
The gold standard itself is calculated by averaging the corresponding
annotations.

Figure 4. Examples for very low (left), medium (middle) and very high
(right) engagement. In addition, the corresponding gold standard annotation
is provided.

Figure 4 displays examples for very low, medium and very high
engagement, with the corresponding gold standard annotation. The
first image has been interpreted by the annotators as very low en-
gagement. This scene occurred, as the novice decided to answer his
phone, during the conversation (there were planned interruptions in
the NoXi corpus, e.g. by calls from the experimenters or walk-ins).
Answering the phone can be considered as a strong signal of the indi-
vidual not willing to maintain the interaction. The alignment of head
and body, away from the interlocutor, go along with a very low level
of engagement. The next picture displays a neutral body position of
the novice. This behaviour has been associated with a medium level
of engagement. He aligned his body towards the other participant
and is focusing the TV-screen. The last image represents very high
engagement. The novice is smiling and shows a very open body pos-
ture, with the arms wide spread using a large gesture space. Again
his body is aligned towards his interlocutor.
Engagement comes in various facets and sometimes the determina-
tion of its degree is distinct, like the just presented examples for very
low and very high engagement. However, sometimes things are less
obvious and leave room for a different interpretation. During the con-
tinuous annotation of conversational engagement we faced similar
problems, as the ones mentioned by Whitehill et al. in [51]. They
faced the issue, that an annotator tends to classify the level of engage-

ment in the context of the currently annotated individual. Further-
more, they argue this could lead to annotations that are not compara-
ble between different sessions. In fact, during the process of annotat-
ing, we often caught ourselves with statements like, “For their type
of character, this should be considered as low/medium/high engage-
ment”. However, we figured out that this causal chain is not wrong.
It shows, that the way the level of engagement of an individual is
perceived, also depends on the psychological traits the annotator at-
tributes to the individual. Those traits can be considered as context
information, which could be modelled inside the Bayesian network.

5 Engagement Model

Based on the evidences presented in subsection 2.1 we developed an
annotation scheme that has been used to train our Bayesian networks.
We considered different modalities besides context information.

Audio: First of all we considered the general voice activity of the in-
terlocutors as valuable information. Even though it is very basic in
its nature it allows to draw a conclusion about the overall involve-
ment of the individuals regarding the conversation. An overall low
voice activity may imply a conversation with low engaged inter-
locutors. On top of that we distinguished between different types
of voice activity. We considered speech, filler and silence. The
fillers are a particularly interesting type of voice activity as they
also cover audio backchannels. In subsection 2.1 we mentioned
that backchannels are a very common tool during conversation
and provide information about the level of engagement [17].
Further Knapp et al. [23] argue that emotions are reliably trans-
ported by the voice. Therefore we trained a support vector ma-
chine (SVM) to predict the arousal of the voice [5]. The output of
both SVM models (arousal, speech/filler/silence) is used to train
the Bayesian network.

Face/Head: During conversations the face usually occupies most of
the interlocutors attention. A lot of important information regard-
ing the level of engagement can be extracted from the face respec-
tively the head. Therefore we aimed in our annotation scheme to
cover a general impression of the region, as well as looking for
specific behaviour that is strongly connected to engagement. We
defined features that represent the overall movement of the head
in regard to X,Y and Z-Axis. Those features were mainly inspired
by the research of Ryota Ooko et al. [33]. They found that a mod-
erate positive correlation of head movement regarding the level
of conversational engagement is present. Further we considered
the individual gaze behaviour of the participants. There are mul-
tiple studies present about the recognition of engagement solely
based on gaze data, with good recognition scores [20] [7]. Finally
we trained a neural network on the facial action units (FACS) ex-
tracted with Openface [4] to predict valence [5]. We used the out-
put of the neural network to train our Bayesian network.

Body: We mentioned earlier in subsection 2.1 that the alignment
and movement of the body play an important role in the recogni-
tion of engagement. We followed an approach that has been simi-
lar to the head features. We tried to cover the general behaviour of
the body, as well as specific gestures or poses that are connected
to engagement. Therefore we defined a group of features, called
body properties. They are mainly inspired by the coding system
introduced in [12]. It contains values for the distance between the
arms and the hips for X and Z-Axis. Moreover, the alignment of
the arms is covered, by calculating the rotation of the elbow joints.
Those values are supposed to describe a general level of openness.
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Also the distances of each arm to the hip allow interpretation of
the symmetry of the arms. In addition to that, the standard devia-
tion of the distance travelled by the head during a frame and the
rotation of the head is calculated. Those values have been chosen
based on [29] [12].
In subsection 2.1 we identified restlessness to be connected to
low levels of engagement. This is the reason we decided to cal-
culate the continuous movement of the interlocutors. Continuous
movement is a cumulative value, which describes the overall body
movement. Lots of movement may indicate restlessness. In addi-
tion to that we wanted to cover the amount of gesticulation an in-
dividual performs. Gesticulation is mentioned in [29] and [12] as a
crucial nonverbal queue in communication. Therefore we mapped
the amount of movement done by both hands onto a real number
value, which represents a numeric value for gesticulation.
Furthermore we considered the crossed arms and head touch ges-
tures. The crossing of the arms is a common and often observed
gesture. In research it is often interpreted as the expression of a
negative emotional attitude by individuals [18] [49]. Based on this
we argue that a negative emotional state is bonded to low engage-
ment. In subsection 2.1 we mentioned self touches as a possible
signal of being emotionally engaged. Moreover, Gunes et al. [18]
were able to achieve good recognition rates for emotions, based
on face and body features. Their system associated the emotions
of fear, sadness and surprise mostly with gestures of the hands
touching the head.

We believe that context plays an important role when it comes to
correctly identifying social behaviour. The same applies to recognis-
ing conversational engagement. Depending on the context a specific
gesture or behaviour may have a different meaning. Recall the ex-
ample of the very actively moving engaged expert. His continuous
movement is not a sign of restlessness. Given the fact that he is talk-
ing and gesticulating he should be considered as actively engaged in
the conversation. Based on the different types of context we defined
in section 3 we considered following context to predict conversa-
tional engagement.

Turn hold: During a conversation the interlocutors usually alternate
their speaking turns. Therefore we determine the interlocutor that
is currently holding the turn. Turn taking and vocal cues play an
important part during conversations [23]. This kind of information
can be considered as interaction dynamics context.

Role: In the used corpus two roles have been present: novice and ex-
pert. The novice has been the one with little to no knowledge about
the topic presented by the expert. Accordingly, the expert has been
the one introducing and providing information about the topic to
the novice. Furthermore, it is in the nature of the expert to be more
talkative than the novice, therefore a rather silent expert tends to
be in a state of lower engagement, when compared to a similar
silent novice, who might be just interestedly listening. In terms
of context the information about the role covers multiple aspects.
As we just elaborated, most of the time novices and experts op-
erate differently during conversations. Therefore this can be seen
as interaction dynamics context. Besides that, the role also covers
social context. This is due to the fact, that specific expectations are
raised towards the expert. By putting themselves in the role of an
expert they signal the novice that they have sophisticated knowl-
edge about their topic. This may result in novices being rather
reserved regarding their interactions and comments. Moreover, it
is common for the expert to take the lead during the conversation,
which automatically results in more speaking time.

Gender: There are differences in the behaviour during conversa-
tions depending on the gender of the interlocutors [29]. For exam-
ple, in same-gender conversation pairs females tend to have more
eye contact with each other then males do. Also, males are more
prone to decrease eye contact over time, while females have a ten-
dency to increase it [29]. That is only one of many examples where
the different genders behave differently. Due to that we think that
not only gender itself, but also the constellation of interlocutor
pairs, e.g. male-male, male-female, female-female, will be benefi-
cial to the recognition of engagement. By considering the gender
we aim to cover another aspect of social context.

Temporal context: In section 3 we argued that the temporal order
of behaviours is important when it comes to analysing complex
social signals, such as engagement. That means, time series and
patterns of behaviours have different meaning when performed
differently.

Coming up with a suitable architecture for the Bayesian network
has been an incremental approach. This process included system-
atically adding, removing and exchanging classifiers, because even
though specific characteristics for engagement are suggested in the
literature, it does not necessarily mean they will work for any given
context.

To provide more insight about the actual architecture Figure 5 dis-
plays an excerpt of the multi person dynamic Bayesian network. Ba-
sically the network is a graphical representation of the just presented
annotation scheme. However, a big advantage of Bayesian networks
is that the structure has intrinsic meaning compared to other mod-
els (e.g. artificial neural networks). This way, we were able to take
knowledge about causal coherencies into account. Context nodes
such as the gender or role are represented by conditional nodes, so
that engagement is predicted ”given” the context information, while
social cues are ”symptoms” shown by the observed person. In other
words, social cues can be observed, given that a person has a certain
level of engagement. Most of the context information we considered
important is focused on a single interlocutor. However we also iden-
tified interaction dynamics context as a key element in correctly in-
terpreting conversational engagement. Therefore we chose to model
a multi person Bayesian network that also takes the interaction con-
text and the interaction dynamics of the different interlocutors into
account when estimating conversational engagement. For the NoXi
Database this resulted in a network considering two persons - ex-
pert and novice. Moreover, we modelled our network as a dynamic
Bayesian network. This way we were able to take temporal context
into account.

6 Transparency

Bayesian networks not only allow us to easily model context and
other causal coherencies, but also provide transparency by default
[52]. In subsection 2.4 we mentioned that machine learning models,
in the context of explainable AI, can be distinguished between inher-
ently interpretable models and black-box models. Bayesian networks
are inherently interpretable. This is due to the fact that for a given set
of variables a Bayesian network is a representation of the joint prob-
ability distribution [30]. Usually we want a trained Bayesian network
- given a set of observation - to predict what the most likely class of
our target node is. In our use case we want to know how engaged one
of the interlocutors is. However in a Bayesian network we are not
only able to find out how engaged a person is but also what are the
most important features for a specific class and what characteristics
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Figure 5. Schematic of a single time slide in a dynamic Bayesian network for two persons.

does the feature have. In Figure 6 a schematic of a reduced Bayesian
network for the recognition of engagement is presented. The network
contains the features Hand Energy and Voice Activity, which can take
the characteristics low, medium and high. Moreover we have our tar-
get node Engagement, which also can be low, medium and high. Fi-
nally we considered some social context by adding the Role of the
interlocutors. The schematic displays the probability distribution of
the nodes given the person is highly engaged. This information tells
us that when a person is highly engaged they are most likely in the
role of the expert (70%) and show most likely high levels of Hand
Energy and Voice Activity. We could now apply the same approach
to find out more about low and medium engagement and get exten-
sive insight about the learnt representations of our network.

7 Evaluation

Even though transparency is important in the context of machine
learning, there is little use for a transparent model that isn’t able to
accurately predict the task at hand. That is why we investigate in the
following the performance of the introduced architectures compared
to other state-of-the-art machine learning approaches.
We split the acquired data into dedicated sets for training and evalu-
ation. The training set included 13 sessions and had a size of 616374
samples. The evaluation set consisted out of six sessions, with a total
of 328385 samples. So we ended up with the evaluation set having
roughly half the samples of the training set.
To evaluate the different models, the Pearson correlation coefficient

has been calculated between the model’s prediction and the gold
standard annotation.

[ht]

Table 1. Average PCCs on multimodal inputs

Method Modalities PCC
LSVM Face, Body, Voice .6253
Keras RNN Face, Body, Voice .6034
BN Face, Body, Voice, Context .7373
DBN (10 timesteps) Face, Body, Voice, Context .7443
MDBN (10 timesteps) Face, Body, Voice, Context .7680

As described earlier, developing a suitable Bayesian network has
been an incremental approach by adjusting the classifier composi-
tion. An early Bayesian network (BN) based on multiple modalities
including some context information achieved promising results with
a PCC of 0.7373. By extending this network with temporal context
for selected nodes that are related to body and face movement as
well as voice activity we were able to further improve the correla-
tion score to 0.7443. During our tests the network that performed
best has been a multi-person dynamic Bayesian network (MDBN). It
incorporates interpersonal dynamics, like mutual gaze and turn tran-
sitions between the novice and expert. The network achieved a PCC
of 0.768 which is significantly better (p <0.001) than the best single-
user DBN (0.7443).

The (D)BNs we applied are created using a hybrid approach where
classification results for sub-recognition tasks, as well as threshold
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Figure 6. Schematic of a simplified Bayesian network displaying the prob-
ability distribution given the observation of high engagement.

based features are used to update the evidences in the network. This
makes it difficult to compare the multi-modal model with other clas-
sification models that rely on low level features. In order to have a
baseline to evaluate our approach, we created an engagement fea-
ture set that is heavily influenced by the previously introduced en-
gagement annotation scheme. It contains features on body move-
ment, body posture, head movement, facial expression and audio. We
trained a linear support vector machine (LSVM) on this feature set
and achieved a PCC of 0.6253. Moreover, we tested several neural
networks implemented in Keras. The best one has been a fully con-
nected deep recurrent neural network (RNN) and was able to score
a PCC of 0.6034 on the engagement feature set. Those results are
significantly (p <0.001) worse than our introduced hybrid model.

8 Discussion

We were able to show that our hybrid approach using a theory-
modelled DBN can deliver comparable results to purely statistical
black-box approaches. This is in compliance with the research of
Rudin [42]. On our corpus it even slightly outperformed the other
classification methods. With the introduction of a multi person dy-
namic Bayesian network architecture we were able to further in-
crease the prediction accuracy. We explain this with several aspects:
by employing the transparent DBN we could intuitively refine our
first assumptions on what influences engagement, which allowed us
to incrementally add classifiers, until the network achieved satisfying
correlations with our gold standard annotation. Further, through the
update mechanism on annotation/event abstraction we aimed to sim-
ulate a decision making and reasoning process that’s similar to the
one of humans. To our understanding, humans will consciously or
unconsciously map abstractions of behaviours (e.g. smiles) on their
perception of the other person (e.g. happiness). Further, we conclude
that for our particular use-case of recognising conversational engage-
ment, considering different types of context information leads to im-

provements in terms of the correct and adequate interpretation. In
fact the more context information we added the better our model per-
formed.

9 Conclusion

Deep learning can be considered as the current gold standard in ma-
chine learning. Deep neural networks proved themselves on vari-
ous problem domains by performing exceptionally well [24] [10]
[2]. However their biggest weakness is their lack of interpretability.
That is why efforts are made to provide additional insight to oth-
erwise ”black-boxes” (see subsection 2.4). Even though there are
approaches present that help in gaining additional insight on the
decision-making of neural network architectures, they rather pro-
vide additional information on a feature-level basis. In contrast to
that there are models, like Bayesian networks that are inherently in-
terpreteable and can be modelled to have intrinsic meaning. This
enables a user to gather causal coherencies on why a model made
a specific prediction. Often this seems to come down to a trade-
off between prediction performance and transparency. However, we
showed for the use case of multi-modal engagement recognition that
by applying a hybrid approach that fuses abstractions of multiple so-
cial cues in a causal recognition model, accuracy and transparency do
not necessarily need to exclude each other. Moreover we were able to
improve the recognition rates of our model by incorporating social,
temporal and interaction dynamics context. The significant impact
of context on recognition scores stresses the importance of context
in correctly and adequately interpreting conversational engagement.
The proposed system has been implemented within the SSI Frame-
work [47], so that all social cue classification models, as well as the
overall BN inference step can be performed in a real-time system.
This allows to apply this approach in a variety of applications, such
as human-agent or human-robot scenarios.
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Multi-Modal Subjective Context Modelling and
Recognition

Qiang Shen 1,2 and Stefano Teso2 and Wanyi Zhang2 and Hao Xu 1 and Fausto Giunchiglia 1,2

Abstract. Applications like personal assistants need to be aware of
the user’s context, e.g., where they are, what they are doing, and with
whom. Context information is usually inferred from sensor data, like
GPS sensors and accelerometers on the user’ smartphone. This pre-
diction task is known as context recognition. A well-defined context
model is fundamental for successful recognition. Existing models,
however, have two major limitations. First, they focus on few aspects,
like location or activity, meaning that recognition methods based on
them can only compute and leverage few inter-aspect correlations.
Second, existing models typically assume that context is objective,
whereas in most applications context is best viewed from the user’s
perspective. Neglecting these factors limits the usefulness of the con-
text model and hinders recognition. We present a novel ontological
context model that captures four dimensions, namely time, location,
activity, and social relations. Moreover, our model defines three lev-
els of description (objective context, machine context, and subjective
context) that naturally support subjective annotations and reasoning.
An initial context recognition experiment on real-world data hints at
the promise of our model.

1 INTRODUCTION

The term “context” refers to any kind of information necessary to de-
scribe the situation that an individual is in [2]. Automatic recognition
of personal context is the key in applications like personal assistants,
smart environments, and health monitoring apps, because it enables
intelligent agents to respond proactively and appropriately based on
(an estimate of) their user’s context. For instance, a personal assis-
tant aware that its user is at home, alone, doing housework, could
suggest him or her to order a take-away lunch. Since context infor-
mation is usually not available, the machine has to infer it from sen-
sor data, like GPS coordinates, acceleration, and nearby Bluetooth
devices measured by the user’s smartphone. The standard approach
to context recognition is to train a machine learning model on a large
set of sensor readings and corresponding context annotations to pre-
dict the latter from the former. Existing implementations are quite
diverse, and range from shallow models like logistic regression [14]
to deep neural networks like feed-forward networks [15], LSTMs [7],
and CNNs [12].

A context model defines how context data are structured. A good
context model should capture all kinds of situational information rel-
evant to the application at hand [2] and use the right level of ab-
straction [1]. Ontology is a widely accepted tool for formalizing con-

1 College of Computer Science and Technology, Jilin University, Changchun,
China, email: shenqiang19@mails.jlu.edu.cn, xuhao@jlu.edu.cn

2 University of Trento, Italy, email: {stefano.teso, wanyi.zhang,
fausto.giunchiglia }@unitn.it

text information [10], and several context ontologies have been pro-
posed. Typical examples include CONON [16] and CaCONT [17].
CONON focuses on modeling locations by providing an upper on-
tology and lower domain-specific ontologies organized into a hierar-
chy. CaCONT defines several types of entities, and provides different
levels of abstraction for specifying location of entities, e.g., GPS and
location hierarchies. Focusing on semantic information of place, the
work in [18] proposed a place-oriented ontology model representing
different levels of place and related activities and improve the perfor-
mance of place recognition. In [9], they proposed an ontology model
involving social situation and the interaction between people.

These models, however, suffer from two main limitations. First,
in order to support context recognition, the model should account
for subjectivity of context descriptions. For instance, the objective
location “hospital” plays different roles for different people: for pa-
tients it is a “place for recovering”, while for nurses it is a “work
place”. This makes all the difference for personal assistants because
the services that a user needs strongly depend on his or her subjec-
tive viewpoint. Most context models ignore this fact, with few ex-
ceptions, cf. [8]. Second, arguably answers to four basic questions
– “what time is it?”, “where are you?”, “what are you doing?”, and
“who are you with?” – are necessary to define human contexts. Cor-
relations between these aspects are also fundamental in recognition
and reasoning: if the user is in her room, a personal assistant should
be more likely to guess that she is “studying” or “resting”, rather than
“swimming”. In stark contrast, most models are restricted to one or
few of the above four aspects and therefore fail to capture important
correlations, like those between activity and location or between time
and social context.

As a remedy, we introduce a novel ontological context model that
supports both reasoning and recognition from a subjective perspec-
tive, that captures time, location, activity, and social relations, and
and that enables downstream context recognition tools to leverage
correlations between these four fundamental dimensions. Our model
also incorporates three levels of description for each aspect, namely
objective, machine-level, and subjective, which naturally support dif-
ferent kinds of annotations. We apply and test our approach by
collaborating with sociology experts within the SmartUnitn-One
project [6]. We validate empirically our model by evaluating context
recognition performance on the SmartUnitn-One context and sensor
annotation data set [6], which was annotated consistently with our
context model. Our initial results shows that handling correlations
across aspects substantially improves recognition performance and
makes it possible to predict activities that are otherwise very hard to
recognize.
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2 CONTEXT MODELLING
Context is a theory of the world that encodes an individual’ subjec-
tive perspective about it [3]. Individuals have a limited and partial
view of the world at all times in their everyday life. For instance,
consider a classroom with a teacher and a few students. Despite all
the commonalities, each person in the room has a different context
because they focus on different elements of their personal experi-
ence (the students focus on the teacher while the teacher focuses on
the students) and ignore others (like the sound of the projector, the
weather outside, and so on.) Given the diversity and complexity of
individual experiences, formalizing the notion of context in its en-
tirety is essentially impossible. For this reason, simpler but useful
application-specific solutions are necessary.

Previous work has observed that reasoning in terms of questions
like “what time is it?”, “where are you?”, “what are you doing?”,
“who are you with?”, “what are you with?” is fundamental for de-
scribing and collecting the behavior of individuals [3]. Motivated by
this observation and our previous work [4, 5, 11] , we designed an
ontology-based context model organized according to the aforemen-
tioned dimensions of the world: time, location, activity, social rela-
tions and object. Formally, context is defined as a tuple:

Context = 〈TIME,WE,WA,WO,WI〉

where:

TIME captures the exact time of context, e.g., “morning”. We refer
to it as the temporal context. Informally, it answers the question
“When did this context occur?”.

WE captures the exact location of context, e.g., “classroom”. We re-
fer to it as the endurant context. Informally, it answers the question
“Where are you?”.

WA captures the activity of context, e.g., “studying”. We refer to
it as the perdurant context. Informally, it answers the question
“What are you doing?”.

WO captures the social relations of context, e.g., “friend”. We re-
fer to it as the social context. Informally, it answers the question
“Who are you with?”.

WI captures the materiality of context, e.g., “smartphone”. We re-
fer to it as the object context. Informally, it answers the question
“What are you with?”.

Figure 1 shows a scenario as a knowledge graph representing the per-
sonal context of an individual in the class. For instance, attributes of
WO are “Class”, “Name”, and “Role”, and their values are “Person”,
“Shen”, and “PhD student”, respectively. Edges represent relations
between entities, e.g., “Shen” is in relation “Attend” with “Lesson”.

The example in Figure 1 is presented in objective terms, that is,
facts are stated as if they were independent of personal conscious
experiences. However, each person interprets the world and her sur-
roundings from her personal privileged point of view, which accounts
for her personal knowledge, mental characteristics, states, etc. For
instance, while in Figure 1 “Shen” has an objective role of Ph.D
student, for other people “Shen” plays the roles of a “friend” or a
“classmate” subjectively. The subjective context which is related to
personal consciousness, knowledge, etc. can provide more informa-
tion for applications such as personal assistant in order to give more
intelligent services.

Notice that a person’s view of her context is radically different
from what her handheld personal assistant observes. In fact, ma-
chines interpret the world via sensors, while humans do not only in-
terpret the world via their perceptions but with their knowledge as

Figure 1. Illustration of our context model.

Figure 2. Questions and answers in the SmartUnitn-One questionnaire.

well. For instance, while a machine views location (e.g., a building)
as a set of coordinates, humans interpret it based on its function (e.g.,
whether the building is their home or office).

To model context precisely and completely, in addition to con-
sidering four dimensions, as discussed above, we also model three
perspectives: objective context, subjective context and machine con-
text. Table 1 shows the above example viewed through three types
of perspective. The objective context captures the fact that at the
University of Trento, Italy, at 11:00 AM, a person is attending a
class together with Shen. When moving from objective to subjec-
tive, things change dramatically. From the perspective of the ma-
chine, the temporal context “11:00 AM” is viewed as a timestamp
timestamp “1581938718026”, and in subjective terms it becomes
“morning”; similarly, “University of Trento” becomes coordinates
“46◦04’N,11◦09’E” for the machine and “classroom” from a sub-
jective perspective. For the perdurant context, the activity of taking
lesson can be subjectively annotated as “study” by user, but it can
be described as “connecting WIFI of classroom, sensors such as gy-
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Level TIME WE WA WO

Objective Context 2020-02-17 11am Via Sommarive, 9, 38123 Povo TN Lesson Shen
Machine Context 1581938718026 46◦04’01.9”N 11◦09’02.4”E Accelerometer: 0g,0g,0g “Shen” is in contact list
Subjective Context Morning Classroom Studying Friend

Table 1. An example of our three-partitioned context model. Each row gives a different description of the same underlying situation from the perspective of
the world (top), the machine (middle), and the user (bottom).

Sensor Frequency Unit

Acceleration 20 Hz m/s2

Linear Acceleration 20 Hz m/s2

Gyroscope 20 Hz rad/s
Gravity 20 Hz m/s2

Rotation Vector 20 Hz Unitless
Magnetic Field 20 Hz µT
Orientation 20 Hz Degrees
Temperature 20 Hz ◦C
Atmospheric Pressure 20 Hz hPa
Humidity 20 Hz %
Proximity On change 0/1
Position Every minute Lat./Lon.
WIFI Network Connected On change Unitless
WIFI Networks Available Every minute Unitless
Running Application Every 5 seconds Unitless
Battery Level On change %
Audio from the internal mic 10 seconds per minute Unitless
Notifications received On change Unitless
Touch event On change 0/1
Cellular network info Once per minute Unitless
Screen Status, Flight Mode,
Battery Charge, Doze Mode,
Headset Plugged in, Audio
Mode, Music Playback

On change 0/1

Table 2. List of sensors. Proximity triggers when the phone detects very
close objects, e.g., the user’s ear during a phone call.

roscope, accelerometer are sensed as static”. For the social context,
“Shen” is described as friend subjectively by the user and the ma-
chine senses “Shen” is in the contact list of the user.

3 EMPIRICAL EVALUATION

In order to evaluate the proposed context model, we carried out
a context recognition experiment using the SmartUnitn-One data
set [6], and studied whether recognition of subjective context is
feasible and whether taking inter-aspect correlations into account
helps recognition performance.

Data Collection. The SmartUnitn-One data set consists of sensor
readings and context annotations obtained from 72 volunteers
(university students) for a period of two weeks. All participants
were required to install the i-Log app [19], which simultaneously
records sensor data from several sensors (cf. Table 2) and context
annotations. During the first week, students were asked to report
their own context every 30 minutes by administering them question-
naires comprising three questions about location, activity, and social
relations. The i-Log app collected sensor data at the same time.
During the second week, the participants were only required to have
the application running for the sensor data collection. All records
were timestamped automatically. The questions were designed
according to our context model and possible answers were modelled
following the America Time Use Survey (ATUS) [13], leading to

an ontology with over 80 candidate labels, see Figure 2 for the
full list. Object context (WI) information was not collected as it is
too hard to track without disrupting the volunteer’s routines. All
records were processed as in [20]. This resulted in 23309 records,
each comprising 122 sensor readings (henceforth, features) and
self-reported annotations about location, activity, and social context.

Experimental Setup. For every aspect in {WA,WE,WO}, we
trained a random forest to predict that aspect from sensor mea-
surements. We randomly split the dataset into training (75% of the
records) and validation (25% of the records) subsets and then se-
lected the maximum depth of the forest using the validation set only.
The classifier performance was evaluated using a rigorous 5-fold
cross validation procedure. The data set was randomly partitioned
into 5 folds. We hold out the selected fold as the test set to train a
classifier on the remaining folds and compute the performance on
the held out (test) fold. Then, we compared this model to another
random forests (with the same maximum depth) that was supplied
both sensor data and annotations for (a subset of) the other aspects
as inputs. In order to account for label skew (e.g., some locations
and activities are much more frequent than others), performance
was measured using the micro-average F1 score to account for class
imbalance.

Results and Discussion. The average F1 score across users are re-
ported in Figure 3. The plots show very clearly that knowledge of
other aspects substantially improves recognition performance regard-
less of the aspect being predicted: supplying the other aspects as in-
puts increases the F1 score of predicting WA and WE by more than
10% and for WO by more than 5%. A breakdown of performance
increase can be viewed in Table 3. The table shows that all aspects
are correlated, as expected, especially activity and location, and that
providing more aspects as inputs increases F1 almost additively.

Inputs WA WE WO

Sensors + WA – +8.80% +2.36%
Sensors + WE +8.27% – +3.09%
Sensors + WO +3.34% +3.27% –
Sensors + Other Aspects +11.25% +11.57% +5.31%

Table 3. Improvement in F1 score when using other aspects as inputs to
the recognition model. Columns indicate the aspect being predicted.

Figure 4 shows F1 scores (again, averaged across users) for each la-
bel. For WO, some labels are clearly easier to predict than others.
The performance improvement is usually in the 5–10% range, with
the notable exception of “other”, which improves by about 20%.
It seems that location information always facilitates recognition of
WO, while activity does not. Their combination, however, is always
beneficial. For WE, looking at either WO and WA helps recognition
performance in all cases, and providing both WO and WA gives a
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Figure 3. F1 of our context recognition model. From left to right: perdurant (WA), endurant (WE), and social context (WO), respectively. The leftmost
column refers to a predictor that uses sensor data only, while the other columns to predictors that in addition have access to context annotations.

Figure 4. F1 of individual labels (averaged over users). From left to right: perdurant, endurant, and social context, respectively.

larger improvement than than providing them separately. The excep-
tions are “library”, “study room”, and “shop”, for which knowing
WA improves more than knowing both WO and WA. This is some-
what surprising, as we expect social context to be moderately indica-
tive of location, and deserves further investigation. Some locations
(“canteen”, “on foot”, “auto”, “shop”, and “workplace”) receive a
major increase in recognition performance, from 25% to 40% ap-
proximately. This is partly due to the rarity of these classes in the
data set, which shows that inter-aspect correlations supply to the lack
of supervision. Finally for WA, some activities (like “housework”,
“cultural activities”, and “hobbies”) are very hard to predict, as their
F1 score is below 30%, while others (“work”, “moving”, and “les-
son”) are much easier to predict, with more than 80% F1 score. This
mostly shows that rare activities are harder to predict, understand-
ably, although other factors might play a role. Using the full con-
text (with WE and WO) always improves performance, except for
“housework”. For all the other activities, the improvement is from
5% to 20%, and even larger for “Shopping”, “Sport” and “Travel-
ing”, for which the improvement is up to 30%.

This analysis provides ample support for our context model: corre-
lations between different aspects improve context recognition perfor-
mance for most users and, even more importantly, some values (like
“Canteen”) that are essentially impossible to recognize suddenly be-
come much easier when full context information is provided.

4 CONCLUSION
We designed a novel context model that captures situational infor-
mation about time, location, activity, and social relations of individ-
uals using subjective—rather than objective—terms. An initial con-
text recognition experiments on real-world data showed that machine

learning models built using our context model produce higher quality
predictions than models based on less complete context models. As
for future work, we plan to study the effects of subjectivity more
in detail, to migrate our architecture to more refined learning ap-
proaches (e.g., deep neural nets), and to carry out an extensive com-
parison against the state-of-the-art in context recognition.
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Curriculum Learning with Diversity
for Supervised Computer Vision Tasks

Petru Soviany1

Abstract. Curriculum learning techniques are a viable solution
for improving the accuracy of automatic models, by replacing the
traditional random training with an easy-to-hard strategy. However,
the standard curriculum methodology does not automatically provide
improved results, but it is constrained by multiple elements like the
data distribution or the proposed model. In this paper, we introduce
a novel curriculum sampling strategy which takes into consideration
the diversity of the training data together with the difficulty of the
inputs. We determine the difficulty using a state-of-the-art estimator
based on the human time required for solving a visual search task.
We consider this kind of difficulty metric to be better suited for solv-
ing general problems, as it is not based on certain task-dependent
elements, but more on the context of each image. We ensure the di-
versity during training, giving higher priority to elements from less
visited classes. We conduct object detection and instance segmen-
tation experiments on Pascal VOC 2007 and Cityscapes data sets,
surpassing both the randomly-trained baseline and the standard cur-
riculum approach. We prove that our strategy is very efficient for un-
balanced data sets, leading to faster convergence and more accurate
results, when other curriculum-based strategies fail.

1 Introduction

Although the accuracy of automatic models highly increased with
the development of deep and very deep neural networks, an impor-
tant and less studied key element for the overall performance is the
training strategy. In this regard, Bengio et al. [2] introduced curricu-
lum learning (CL), a set of learning strategies inspired by the way in
which humans teach and learn. People learn the easiest concepts at
first, followed by more and more complex elements. Similarly, CL
uses the difficulty context, feeding the automatic model with easier
samples at the beginning of the training, and gradually adding more
difficult data as the training proceeds.

The idea is straightforward, but an important question is how to
determine whether a sample is easy or hard. CL requires the exis-
tence of a predefined metric which can compute the difficulty of the
input examples. Still, the difficulty of an image is strongly related
to the context: a big car in the middle of an empty street should be
easier to detect than a small car, parked in the corner of an alley full
of pedestrians. Instead of building hand-crafted models for retriev-
ing contextual information, in this paper, we use the image difficulty
estimator from [12] which is based on the amount of time required
by human annotators to assess if a class is present or not in a certain
image. We consider that people can understand the full context very

1 University of Bucharest, Department of Computer Science, Romania,
email: petru.soviany@yahoo.com

accurately, and that a difficulty measure trained on this information
can be useful in our setting.

The next challenge is building the curriculum schedule, or the rate
at which we can augment the training set with more complex infor-
mation. To address this problem, we follow a sampling strategy sim-
ilar to the one introduced in [28]. Based on the difficulty score, we
sample according to a probability function, which favors easier sam-
ples in the first iterations, but converges to give the same weight to
all the examples in the later phases of the training. Still, the probabil-
ity of sampling a harder example in the first iterations is not null, and
the more difficult samples which are occasionally picked increase the
diversity of the data and help training.

The above-mentioned methodology should work well for balanced
data sets, as various curriculum sampling strategies have been suc-
cessfully employed in literature [19, 28, 34, 37], but it can fail when
the data is unbalanced. Ionescu et al. [12] show that some classes may
be more difficult than others. A simple motivation for this may be the
context in which each class appears. For example, a potted plant or
a bottle are rarely the focus of attention, usually being placed some-
where in the background. Other classes of objects, such as tables,
are usually occluded, with the pictures focusing on the objects on
the table rather than on the piece of furniture itself. This can make a
standard curriculum sampling strategy neglect examples from certain
classes and slow down training. The problem becomes even more se-
rious in a context where the data is biased towards the easier classes.
To solve these issues, we add a new term to our sampling function
which takes into consideration the classes of the elements already
sampled, in order to emphasize on images from less-visited classes
and ensure the diversity of the selected examples.

The importance of diversity can be easily explained when compar-
ing our machine learning approach to actual real-life examples. For
instance, when creating a new vaccine, researchers need to experi-
ment on multiple variants of the virus, then test it on a diverse group
of people. As a rule, in all sciences, before making any assumptions,
researchers have to examine a diverse set of examples which are rel-
evant to the actual data distribution. Similar to the vaccines, which
must be efficient for as many people as possible, we want our cur-
riculum model to work well on all object classes. We argue that this
is not possible in unbalanced curriculum scenarios, and it is slower
in the traditional random training setup.

Since it is a sampling procedure, our CL approach can be applied
to any supervised task in machine learning. In this paper, we focus
on object detection and instance segmentation, two of the main tasks
in computer vision, which require the model to identify the class
and the location of objects in images. To test the validity of our ap-
proach, we experiment on two data sets: Pascal VOC 2007 [4] and
Cityscapes [3], and compare our curriculum with diversity strategy

Eleventh International Workshop Modelling and Reasoning in Context (MRC) @ECAI 2020 37

Copyright c© 2020 for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).



against the standard random training method, a curriculum sampling
(without diversity) procedure and an inverse-curriculum approach,
which selects images from hard to easy. We employ a state-of-the-art
Faster R-CNN [24] detector with a Resnet-101 [11] backbone for the
object detection experiments, and a Mask R-CNN [10] model based
on Resnet-50 for instance segmentation.

Our main contributions can be summarized as follows:
1. We illustrate the necessity of adding diversity when using CL in

unbalanced data sets;
2. We introduce a novel curriculum sampling function, which takes

into consideration the class-diversity of the training samples and
improves results when traditional curriculum approaches fail;

3. We prove our strategy by experimenting on two computer vision
tasks: object detection and instance segmentation, using two data
sets of high interest.
We organize the rest of this paper as follows: in Section 2, we

present the most relevant related works and compare them with our
approach. In Section 3, we explain in detail the methodology we fol-
low. We present our results in Section 4, and draw our conclusion
and discuss possible future work in the last section.

2 Related Work
Curriculum learning. Bengio et al. [2] introduced the idea of cur-
riculum learning (CL) to train artificial intelligence, proving that the
standard learning paradigm used in human educational systems could
also be applied to automatic models. CL represents a class of easy-to-
hard approaches, which have successfully been employed in a wide
range of machine learning applications, from natural language pro-
cessing [8, 16, 19, 21, 31], to computer vision [6, 7, 9, 15, 18, 27, 35],
or audio processing [1, 22].

One of the main limitations of CL is that it assumes the existence
of a predefined metric which can rank the samples from easy to hard.
These metrics are usually task-dependent with various solutions be-
ing proposed for each. For example, in text processing, the length of
the sentence can be used to estimate the difficulty of the input (shorter
sentences are easier) [21, 30], while the number and the size of ob-
jects in a certain sample can provide enough insights about difficulty
in image processing tasks (images with few large objects are eas-
ier) [27, 29]. In our paper, we employ the image difficulty estimator
of Ionescu et al. [12] which was trained considering the time required
by human annotators to identify the presence of certain classes in im-
ages.

To alleviate the challenge of finding a predefined difficulty met-
ric, Kumar et al. [17] introduce self-paced learning (SPL), a set of
approaches in which the model ranks the samples from easy to hard
during training, based on its current progress. For example, the in-
puts with the smaller loss at a certain time during training are easier
than the samples with higher loss. Many papers apply SPL success-
fully [26, 32, 33], and some methods combine prior knowledge with
live training information, creating self-paced with curriculum tech-
niques [14, 36]. Even so, SPL still has some limitations, requiring a
methodology on how to select the samples and how much to empha-
size easier examples. Our approach is on the borderline between CL
and SPL, but we consider it to be pure curriculum, although we use
training information to advantage less visited classes. During train-
ing, we only count the labels of the training samples, which is a priori
information, and not the learning progress. A similar system could it-
eratively select examples from every class, but this would force our
model to process the same number of examples from each class. In-
stead, by using the class-diversity as a term in our difficulty-based

sampling probability function, we impose the selection of easy-to-
hard diverse examples, without massively altering the actual class
distribution of the data set.

The easy-to-hard idea behind CL can be implemented in multi-
ple ways. One option is to start training on the easiest set of images,
while gradually adding more difficult batches [2, 7, 16, 27, 30, 37].
Although most of the models keep the visited examples in the train-
ing set, Kocmi et al. [16] suggest reducing the size of each bin until
combining it with the following one, in order to use each example
only once during an epoch. In [19, 28] the authors propose a sam-
pling strategy according to some probability function, which favors
easier examples in the first iterations. As the authors show, the eas-
iness score from [28] could also be added as a new term to the loss
function to emphasize the easier examples in the beginning of the
training. In this paper, we enhance their sampling strategy by adding
a new diversity term to the probability function used to select training
examples.

Figure 1. Number of instances from each class in the trainval split of the
Pascal VOC 2007 data set.

Despite leading to good results in many related papers, the stan-
dard CL procedure is highly influenced by the task and the data dis-
tribution. Simple tasks may not gain much from using curriculum
approaches, while employing CL in unbalanced data sets can lead to
slower convergence. To address the second problem, Wang et al. [34]
introduce a CL framework which adaptively adjusts the sampling
strategy and loss weight in each batch, while other papers [13, 25]
argue that a key element is diversity. Jiang et al. [13] introduce a SPL
with diversity technique in which they regularize the model using
both difficulty information and the variety of the samples. They sug-
gest using clustering algorithms to split the data into diverse groups.
Sachan et al. [25] measure diversity using the angle between the
hyperplanes the samples induce in the feature space. They choose
the examples that optimize a convex combination of the curriculum
learning objective and the sum of angles between the candidate sam-
ples and the examples selected in previous steps. In our model, we
define diversity based on the classes of our data. We combine our
predefined difficulty metric with a score which favors images from
less visited classes, in order to sample easy and diverse examples
at the beginning of the training, then gradually add more complex
elements. Our idea works well for supervised tasks, but it can be ex-
tended to unsupervised learning by replacing the ground-truth labels
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with a clustering model, as suggested in [13]. Figure 1 presents the
class distribution on Pascal VOC 2007 data set [4] which is heavily
biased towards class person.

Object detection is the task of predicting the location and the
class of objects in certain images. As noted in [29], the state-of-the-
art object detectors can be split into two main categories: two-stage
and single stage models. The two-stage object detectors [10, 24] use
a Region Proposal Network to generate regions of interest which are
then fed to another network for object localization and classification.
The single stage approaches [20, 23] take the whole image as input
and solve the problem like a regular regression task. These meth-
ods are usually faster, but less accurate than the two-stage designs.
Instance segmentation is similar to object detection, but more com-
plex, requiring the generation of a mask instead of a bounding box
for the objects in the test image. Our strategy can be implemented us-
ing any detection and segmentation models, but, in order to increase
the relevance of our results, we experiment with high quality Faster
R-CNN [24] and Mask R-CNN [10] baselines.

3 Methodology
Training artificial intelligence using curriculum approaches, from
easy to hard, can lead to improved results in a wide range of
tasks [1, 6, 7, 8, 9, 15, 16, 18, 19, 21, 22, 27, 31, 35]. Still, it is not
simple to determine which samples are easy or hard, and the avail-
able metrics are usually task-dependent. Another challenge of CL is
finding the right curriculum schedule, i.e. how fast to add more dif-
ficult examples to training, and how to introduce the right amount of
harder samples at the right time to positively influence convergence.
In this section, we present our approach for estimating difficulty and
our curriculum sampling strategies.

3.1 Difficulty estimation
To estimate the difficulty of our training examples, we employ the
method of Ionescu et al. [12] who defined image difficulty as the hu-
man time required for solving a visual search task. They collected an-
notations for the Pascal VOC 2012 [5] data set, by asking annotators
whether a class was present or not in a certain image. They collected
the time people required for answering these questions, which they
normalized and fed as training data for a regression model. Their
results correlate fine with other difficulty metrics which take into
consideration the number of objects, the size of the objects, or the
occlusions. Because it is based on human annotations, this method
takes into account the whole image context, not only certain features
relevant for one problem (the number of objects, for example). This
makes the model task independent, and, as a result, it was success-
fully employed in multiple vision problems [12, 29, 28]. To further
prove the efficiency of the estimator for our task, we show that auto-
matic models have a lower accuracy in difficult examples. We split
the Pascal VOC 2007 [4] test set in three equal batches: easy, medium
and hard, and run the baseline model on each of them. The results in
Table 1 confirm that the AP lowers as the difficulty increases.

We follow the strategy of Ionescu et al. as described in the origi-
nal paper [12] to determine the difficulty scores of the images in our
data sets. These scores have values ≈ 3, with a larger score defining
a more difficult sample. We translate the values between [−1, 1] us-
ing Equation 1 to simplify the usage of the score in the next steps.
Figure 2 shows some examples of easy and difficult images.

Scalemin−max(x) =
2 · (x−min(x))
max(x)−min(x) − 1 (1)

Table 1. Average Precision scores for object detection using the baseline
Faster R-CNN, on easy, medium and hard splits of Pascal VOC 2007 test set,

as estimated using our approach.

DIfficulty mAP (in %)
Easy 72.93

Medium 72.16
Hard 67.03

3.2 Curriculum sampling

Soviany et al. [28] introduce a curriculum sampling strategy, which
favors easier examples in the first iterations and converges as the
training progresses. It has the advantage of being a continuous
method, removing the necessity of a curriculum schedule for en-
hancing the difficulty-based batches. Furthermore, the fact that it is a
probabilistic sampling method does not constrain the model to only
select easy examples in the first iterations, as batching does, but adds
more diversity in data selection. We follow their approach in build-
ing our curriculum sampling strategy with only a small change in the
position of parameter k in order to better emphasize the difficulty of
the examples. We use the following function to assign weights to the
input images during training:

w(xi, t) = (1− diff(xi) · e−γ·t)k, ∀xi ∈ X, (2)

where xi is the training example from the data set X, t is the cur-
rent iteration, and diff(xi) is the difficulty score associated with
the selected sample. γ is a parameter which sets how fast the function
converges to 1, while k sets how much to emphasize the easier exam-
ples. Our function varies from the one proposed in [28] by changing
the position of the k parameter. We consider that we can take advan-
tage of the properties of the power function which increases faster
for numbers greater than the unit. Since 1 − si · e−γ·t ∈ [0, 2], and
the result is > 1 for easier examples, our function will focus more
on the easier samples in the first iterations. As the training advances,
the function converges to 1, so all examples will have the same prob-
ability to be selected in the later phases of the training. We transform
the weights into probabilities and we sample accordingly.

3.3 Curriculum with diversity sampling

As [13, 25] note, applying a CL strategy does not guarantee improved
quality, the diversity of the selected samples having a great impact on
the final results. A simple example is the case in which the data set is
biased, having fewer samples of certain classes. Since some classes
are more difficult than others [12], if the data set is not well-balanced,
the model will not visit the harder classes until the later stages of the
training. Thus, the model will not perform well on classes it did not
visit. This fact is generally valid in all kind of applications, even in
real life reasoning: without seeing examples which match the whole
data distribution, it is impossible to find the solution suited for all sce-
narios. Because of this, we enhance our sampling method, by adding
a new term, which is based on the diversity of the examples.

Our diversity scoring algorithm is simple, taking into considera-
tion the classes of the selected samples. During training, we count
the number of visited objects from each class (numobjects(c)). We
subtract the mean of the values to determine how often each class
was visited. This is formally presented in Equation 3. We scale and
translate the results between [−1, 1] using Equation 1 to get the score
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Figure 2. Easy and difficult images from Pascal VOC 2007 and Cityscapes according to our estimation.

of each class, then, for every image, we compute the image-level di-
versity by averaging the class score for each object in its ground-truth
labels (Equation 4).

visited(ci) = numobjects(ci) −
∑
cj∈C numobjects(cj)

|C|
∀ci ∈ C. (3)

imgV isited(xi) =

∑
obj∈objects(xi) visited(class(obj))

|objects(xi)|
∀xi ∈ X. (4)

In our diversity algorithm we want to emphasize the images
containing objects from less visited classes, i.e. with a small
imgV isited value, closer to −1. We compute a scoring function
similar to Equation 2, which also takes into consideration how often
a class was visited, in order to add diversity:

w(xi, t) = [1− α · (diff(xi) · e−γ·t)
− (1− α) · (imgV isited(xi) · e−γ·t)]k, (5)

where α controls the impact of each component, the difficulty and
the diversity, while the rest of the notation follows Equation 2. We
transform the weights into probabilities by dividing them by their
sum, and we sample accordingly.

Figure 3. Difficulty of classes in Pascal VOC 2007 according to our
estimation. Best viewed in color.

4 Experiments

4.1 Data sets

In order to test the validity of our method, we experiment on two data
sets: Pascal VOC 2007 [4] and Cityscapes [3]. We conduct detection
experiments on 20 classes, training on the 5011 images from the Pas-
cal VOC 2007 trainval split. We perform evaluation on the test split
which contains 4952 images. For our instance segmentation experi-
ments, we use the Cityscapes data set which contains eight labeled
object classes: person, rider, car, truck, bus, train, motorcycle, bicy-
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Figure 4. Number of objects from each class sampled during our training on Pascal VOC 2007. On the first row it is the curriculum sampling method and on
the second row it is the curriculum with diversity approach. We present the first 30000 iterations for each case, with histograms generated from 10k to 10k steps.

cle. We train on the training set of 2975 images and we evaluate on
the validation split of 500 images.

4.2 Baselines and configuration

We build our method on top of the Faster R-CNN [24]
and Mask R-CNN [10] implementations available at:
https://github.com/facebookresearch/maskrcnn-benchmark. For our
detection experiments, we use Faster R-CNN with Resnet-101 [11]
backbone, while for segmentation we employ the Resnet-50
backbone on the Mask R-CNN model. We use the configurations
available on the web site, with the learning rate adjusted for a train-
ing with a batch size of 4. In our sampling procedure (Equation 5)
we set α = 0.5, γ = 6 · 10−5, and k = 5. We do not compare with
other models, because the goal of our paper is not surpassing the
state of the art, but improving the quality of our baseline model. We
also present the results of a hard-to-easy sampling, in order to prove
the efficiency of the easy-to-hard curriculum approaches inspired by
human learning.

4.3 Evaluation metrics

We evaluate our results using the mean Average Precision (AP). The
AP score is given by the area under the precision-recall curve for
the detected objects. The Pascal VOC 2007 [4] metric is the mean
of precision values at a set of 11 equally spaced recall levels, from
0 to 1, at a step size of 0.1. The Cityscapes [3] metric computes
the average precision on the region level for each class and av-
erages it across 10 different overlaps ranging from 0.5 to 0.95 in
steps of 0.05. We also report results on Cityscapes using AP50%

Figure 5. Evolution of mAP during training on Pascal VOC 2007 for
object detection. Best viewed in color.

and AP75%, which correspond to overlap values of 50% and 75%,
respectively. Since the exact evaluation protocol has some differ-
ences for each data set, we use the Pascal VOC 2007 [4] metric
for the detection experiments and the Cityscapes [3] metric for the
instance segmentation results. We use the evaluation code available
at https://github.com/facebookresearch/maskrcnn-benchmark. More
details about the evaluation metrics can be found in the original pa-
pers [3, 4].
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Figure 6. Difficulty of the images samples during our training on Pascal VOC 2007. On the left it is presented the curriculum sampling method and on the
right the curriculum with diversity approach. We present the first 40000 iterations for each case, with histograms generated from 10k to 10k steps. Best viewed

in color.

4.4 Results and discussion
The class distribution of the objects in Pascal VOC 2007 clearly fa-
vors class person, with 4690 instances, while classes dinningtable
and bus only contain 215 and 229 instances, respectively. This would
not be a problem if the difficulty of the classes was similar, because
we can assume the test data set has a matching distribution, but this
is not the case, as it is shown in Figure 3.

Figure 4 presents how the two sampling methods behave during
training on the Pascal VOC 2007 data set. In the first 10k itera-
tions, curriculum sampling selects images with almost 20k objects
from class person and only 283 instances from class diningtable. By
adding diversity, we lower the gap between classes, reaching 10k ob-
jects of persons and 1000 instances of tables. This behaviour contin-
ues as the training progresses, with the differences between classes
being smaller when adding diversity. It is important to note that we
do not want to sample the exact number of objects from each class,
but to keep the class distribution of the actual data set, while feed-
ing the model with enough details about every class. Figure 6 shows
the difficulty of the examples sampled according to our strategies.
We observe that by adding diversity we do not break our curricu-
lum learning schedule, the examples still being selected from easy to
hard.

To further prove the efficiency of our method, we compute the AP
on both object detection and instance segmentation tasks. The results
are presented in Tables 2 and 3.

We repeat our object detection experiments five times and aver-
age the results, in order to ensure their relevance. The sampling with
diversity approach provides an improvement of 0.69% over the stan-
dard curriculum method, and of 0.79% over the randomly-trained
baseline. Although the improvement is not large, we can observe
that by adding diversity we boost the accuracy where the standard
method would fail, without much effort. Our experiments, with an
inverse curriculum approach, from hard to easy, lead to the worst
results, showing the utility of presenting the training samples in a
meaningful order, similar to the way people learn.

Moreover, Figure 5 illustrates the evolution of the AP during train-
ing. The curriculum with diversity approach has superior results over
the baseline from the beginning to the end of the training. As the fig-
ure shows, the difference between the two methods increases in the
later stages of the training. A simple reason for this behaviour is the
fact that the curriculum strategy is fed with new, more difficult, ex-
amples as the training progresses, continuously improving the accu-
racy of the model. On the other hand, the standard random procedure
receives all information from the beginning, reaching a plateau early
during training. The standard CL method starts from lower scores,
exactly because it does not visit enough samples from more difficult
classes in the early stages of the training. For instance, after 5000
iterations, the AP of the standard CL approach on class dinningtable
was 0. Thus, by adding diversity, our model converges faster than the
traditional methods.

Table 2. Average Precision scores for object detection on Pascal VOC
2007 data set.

Model mAP (in %)
Faster R-CNN (Baseline) 72.28± 0.34

Faster R-CNN with curriculum sampling 72.38± 0.32
Faster R-CNN with inverse curriculum sampling 70.89± 0.53

Faster R-CNN with diverse curriculum sampling 73.07± 0.28

Table 3. Average Precision scores for instance segmentation on Cityscapes
data set.

Model AP AP50% AP75%
Faster R-CNN (baseline) 38.72 69.15 34.95

Curriculum sampling 38.47 69.88 35.01
Inverse curriculum sampling 37.40 68.17 34.22
Diverse curriculum sampling 39.12 69.86 35.4

The instance segmentation results on the Cityscapes data set con-
firm the conclusion from our previous experiments. As Table 3
shows, the curriculum with diversity is again the optimal method,
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surpassing the baseline with 0.4% using AP, 0.71% using AP50%,
and 0.45% using AP75%. It is interesting to point out that, although
the diverse curriculum approach has a better AP and AP75% than
the standard CL method, the former technique surpasses our method
with 0.02% when evaluated using AP50%. The inverse curriculum
approach has the worst scores again, strengthening our statements
on the utility of curriculum learning and the importance of providing
training examples in a meaningful order.

5 Conclusion and future work

In this paper, we presented a simple method of optimizing the cur-
riculum learning approaches on unbalanced data sets. We consider
that the diversity of the selected examples is just as important as their
difficulty, and neglecting this fact may slow down training for more
difficult classes. We introduced a novel sampling function, which
uses the classes of the visited examples together with a difficulty
score to ensure the curriculum schedule and the diversity of the se-
lection. Our object detection and instance segmentation experiments
conducted on two data sets of high interest prove the superiority of
our method over the randomly-trained baseline and over the standard
CL approach. A benefit of our methodology is that it can be used on
top of any deep learning model, for any supervised task. Diversity
can be a key element for overcoming one of the shortcomings of CL
which can lead to the replacement of the traditional random training
and a larger adoption of meaningful sample selection. For the future
work, we plan on studying more difficulty measures to build an ex-
tensive view on how the chosen metric affects the performance of
our system. Furthermore, we aim to create an ablation study on the
parameter choice and find better ways to detect the right parameter
values. Another important aspect we are considering is extending the
framework to unsupervised tasks, by introducing a novel method of
computing the diversity of the examples.
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Observation of Communicative Behaviour when
Learning a Movement Sequence: Prequel to a Case Study

Julian Blohm1 and Jörg Cassens2 and Rebekah Wegener3

Abstract. When trying to improve human-machine communi-
cation it can be helpful to better understand human thinking and
behaviour. In some cases, it is not only feasible, but also helpful
to transfer recognised communicative patterns to machine interac-
tion. The benefits of multimodal interfaces have been explored for
quite some time, arguably starting with the famous “put that there!”
demonstration system [4], leading to a variety of theoretical works
and application systems [14]. However, there is still a lot of work to
be done before non-verbal elements of communication can challenge
the predominant paradigms for human-computer interaction [18, 35].
We have previously worked on multimodal behaviour in specific con-
texts of interaction [17] and on explanation-aware systems [16] as
well as a combination thereof [8]. In order to better understand which
aspects of human-to-human communicative behaviour can (at least)
be mimicked by computational systems, we perform empirical re-
search with humans in this area. In this paper, we present a pre-study
for an experimental setup that looks at human-to-human communica-
tive behaviour during movement sequence learning. This will enable
us to better understand the role of different features in explanatory
behaviour. In the end, a better understanding of this behaviour will
hopefully enable us to optimize human-machine interaction as it per-
tains to explainable AI and might aid the development of better train-
ing systems for learning complex motor skills in high risk environ-
ments such as surgery or emergency medicine.

1 Research Questions
An increasing number of tasks in all walks of life are being taken
on or supported at least partially by technology e.g. learning in high
risk environments like surgery, where learning a new complex motor
skill can be essential to saving life, but where learning by doing is
life threatening [21, 40]. An important aspect here is the notion of
cooperative systems, mixed-initiative systems or, more general, the
notion of “human-in-the-loop” [34, 42].

For the often implied sharing of tasks between humans and ma-
chines to be effective, it is necessary that the exchange of informa-
tion between human and machine runs smoothly. While it has been
(and in some cases still is) common to model humans as information
processing systems [6, 19], which means that they perceive signals
from stimuli through the sensory perception system, process that in-
formation through the cognitive processing system and finally act
on that information; human information processing is quite distinct
from machine data processing. Despite the different capabilities and
potentials, however, a better understanding of human communicative

1 University of Hildesheim, Germany, email: blohmj@uni-hildesheim.de
2 University of Hildesheim, Germany, email: cassens@cs.uni-hildesheim.de
3 University of Salzburg, Austria, email: rebekah.wegener@sbg.ac.at

behaviour will perhaps enable us to build systems for better commu-
nication between humans and machines [39].

Communication is so much more than spoken or written language.
Natural language is inherently multimodal in nature [36]. Because of
this, the classic transmitter-receiver model of information processing
that is often used in computer science is typically extended to include
other modalities depending on the needs of the research [27, 32]. In
natural interaction, the progression and the success or failure of the
interaction can be shaped by many different factors including be-
havioural or contextual elements [27, 29].

The underlying research program of which this paper is a part aims
to investigate whether the consideration of behavioural and contex-
tual elements can provide insights that can be used for the optimiza-
tion of future explanation-aware systems. To this end, an experimen-
tal setup was developed in a pre-structured explanatory situation. In
this experimental domain, the test subjects’ goal is to learn a be-
havioural sequence that is indicative of complex motor skill learning,
in this instance a Judo technique. The aim is to design the instruc-
tional material in such a way that it is relatively self explanatory,
making verbal communication superfluous. Non-verbal behaviours
such as gestures, facial expressions and body movement are observed
and the communicative behaviour is recorded as accurately and un-
obtrusively as possible. This allows for the analysis of the timing and
potential motivation for additional communication and the consider-
ation of how this might relate to contextual and individual factors.

2 Human-Machine Communication

Human-machine communication (HMC) refers to the mutual Infor-
mation exchange between human and machine [41]. This means
the “intuitive”4, natural, and therefore multimodal interaction be-
tween people and information processing systems. Early textual chat-
bots such as Eliza [38] mainly responded to keywords or phrases
and answered with canned responses. This was then amended using
template-based systems [5].

By now, systems using spoken natural language and learned mod-
els have become mainstream. Technologies such as Google Duplex,
Alexa (Amazon) and Siri (Apple) respond to questions and answer
them appropriately, even mimicking non-task oriented aspects of hu-
man communication. For example, Google Duplex uses typical hu-
man behaviours like a short pause for reflection between sentences
or uttering “hm” [22].

Turning to other modalities than spoken (or written) language,
modern sensor technology in principle opens up the potential for

4 Intuitive is used here in a cultural-historic sense and is not referring to an
assumed inherent property.
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simulation of communication that is comparatively close to human-
to-human communication [5]. Despite these improvements, commu-
nication does not always running smoothly.

3 Human-Human Communication

Interpersonal communication can be described by various linguistic,
semiotic or communication models [20]. In the pre-study described
here, we focused on the characteristics of communication approach
[33] as well as as an integrative model of communication [27]. Com-
munication, therefore, is here understood as a process that arises
through interactions. Verbal and non-verbal elements such as ges-
tures, facial expressions and body language are used.

Decisive for the unfolding of the communication process is the re-
spective context, especially personal and situational context. Besides
observable elements, non-visible activities determine communica-
tion behaviour (communication rules, sympathy, tenor, prejudices).
Basic prerequisite for successful communication is the use of a com-
mon repertoire of signs and symbols by the communication partners.
Nevertheless, misunderstandings and errors can occur when coding
and decoding a message. The overall course of events is influenced
by contextual and psychological factors. The objectives of a commu-
nication, the response and feedback behaviour, and the mutual per-
ception also influence the course [27]. These factors should be taken
into account when planning the empirical study.

According to Watzlawick, humans will always communicate even
if they don’t intend to communicate [37]. Thus every behaviour has
a communicative character. Part of the non-verbal side of communi-
cation pertains to affect. Body language is related to individual vari-
ation and the situation. However, it is not possible to draw conclu-
sions about the emotions of the communication partner by interpret-
ing a single body language expression. Not only are they not unique
in themselves, but we will always only see the expression of affect,
and not the underlying emotion. Facial expressions vary individually,
contextually and culturally, therefore other elements are usefully in-
cluded [3], for instance, our voice contains important and surpris-
ingly reliable information about our emotional state [25].

4 Planning

In a random sample, test subjects are to learn a Judo technique, i.e.
a complex motor skill in the form of a motion sequence. Instruction
on how to perform this motion sequence is given via text, video, and
photo sequences. The respective learning steps are evaluated when
the motion sequence is enacted afterwards. The study consisted of
two phases, a small pilot to test the experimental protocol, and the
case study itself. For the remainder of this article, we will focus on
the small pilot phase and the process leading up to the experiment.

In the preparatory phase, the focus lies on reflections on the
method, the context of situation, the explanatory materials, and the
evaluation strategy. Influencing factors and barriers which may com-
plicate the course of communication are to be considered. These pre-
liminary considerations are then evaluated in test runs checked and
corrected. The trainer is part of the communication process and since
the test subject and the trainer together determine the course of com-
munication, the behaviour of the trainer has to be taken into consid-
eration as well.

4.1 Method

4.1.1 Participatory observation

Participatory observation was chosen as the method of data collec-
tion as this is a standard method of field research and thus offers
a point of comparison [11, 23, 28]. During the procedure, two ob-
servers recorded the behaviour of the participants and the trainer.
They used pre-formulated observation sheets with the option to note
down individual remarks. In addition, the trainer wrote down their
observations after the exercise using a memory protocol.

The multi-perspective data collection (trainer, respondent, ob-
servers) served to achieve comprehensive observations by relating
data points to each other and allowing them to be corrected if nec-
essary. In the run-up to the project, the aim was to take into account
(and where possible control) all factors that could plausibly have an
influence on the result and thus on the reliability of the data to be
collected. For example, the context (place, time, atmosphere), the
behaviour of the trainer and the observers, and the structuring of the
execution was precisely defined. By pre-structuring the observation
sheets, the focus of the observers was specifically directed to essen-
tial aspects in contrast to free wording (validity). Elements of move-
ment, verbal expressions and observations on the execution of the
Judo technique were recorded.

All observations were made with the same observers and in the
same room. Those carrying out the observations kept an unobtru-
sive external appearance. The test persons were addressed randomly
and did not have any personal relationship to the persons performing
the observations. In order to achieve reliable results, the test persons
had no prior knowledge or reservations. To ensure this, a preparatory
questionnaire was used. Using teaching material that was produced
specifically for the task, the observation can be repeated reliably.
Since the trainer was also part of the exercise, various safeguards
were put it place to ensure consistency over the course of the exper-
iment. The behaviour of the trainer was precisely defined and was
also checked by an observer. With the help of the reflection sheet,
observations made in different runs could then be compared.

4.1.2 Selection of the object of explanation: Learning a
Judo technique

For the analysis of the non-verbal communication elements, learning
of a movement sequence was chosen. In contrast to a purely cogni-
tive learning situation, it can be clearly seen whether the respondent
has understood the given explanations by following the exercise in
action. The fact that understanding and learning has taken place can
be demonstrated by the action itself [26].

While the guidelines for the correct execution of Judo technique
by the German Judo Association (DJB) [10] were taken into account,
they were applied in a modified form because participants in this
study were complete novices. The use of the DJB guidelines however
gave a consistent and detailed measure for evaluating. The didactic
structure of a training unit is familiar to the first author of this article
who takes part in the experiment as a trainer. He has been active in
Judo himself for about 20 years and has been active as a trainer for 5
years. In his role as a Judo trainer, he has to be able to teach the Judo
techniques in an understandable way.

His personal experience that the exclusive use of simple statements
(verbalizations), pictures (visualizations of throwing techniques), or
even throwing descriptions in text form are not sufficient is consistent
with the literature [13, 21, 24] and translates to complex motor skill
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learning in other disciplines than sports [9, 40]. Often, a combina-
tion of different explanation strategies are used and Judo instructors
generally teach the technique using the following steps:

• Verbal explanation,
• Demonstration
• In sequences with explanations
• Clarifying demands
• Practice phase with individual help

Even if the underlying mechanics and movements are understood
in principle, when learning a new complex motor skill it is not un-
usual to initially have difficulties in performing it correctly. If nec-
essary, the technique should be explained again or shown repeatedly.
The motor skill chosen for this study was the “joint lock” because
it does not require any previous knowledge or additional equipment.
With an arm joint lock it is important to fix the elbow joint of the
partner and then overstretch it.

4.1.3 Multimodality, sequential explanations and action

The instructional material was presented to the participants in digi-
tal form using the keynote presentation software. It consisted of 10
pages, 5 photos and 5 videos. It was designed to be self-explanatory
so that the verbal communication components were reduced. The fo-
cus of the observation was on non-verbal behaviour and movement
elements.

The sequence of movements to be learned was broken down into
individual learning sequences, which are modelled on the normal
training situation in Judo practice session. The acquisition phase was
followed by an action phase, in which participants act and practise
what they have learned. The training texts were written such that the
participants were directly addressed and could identify more easily
with their role. The texts were kept simple and were developed as
an instruction manual. The written description of the movement se-
quences is supplemented with photos and videos. The photos show
the current state or the initial situation and details. The video pro-
vides the movement sequence. All pages are structured identically
to provide the participants with an easier orientation of the learning
path.

4.2 Setting

4.2.1 Place and Time

The location of the study has an influence on the mood and motiva-
tion of the participants [15]. For this reason, a room on the premises
of the University of Applied Sciences and Arts Hanover was chosen
as it is a simple, small working room that is located on the fifth floor
with little disturbance from outside noise. Students of the university
are familiar with this type of room and the choice of a workspace
as opposed to a private room or training facility provided the exper-
iment with a quiet, neutral space. A clock was not visible so that no
time pressure was built up and sessions were scheduled in the early
evening or on weekends, so that the participants arrived relatively
rested.

4.2.2 Atmosphere

The explanatory situation tested was a learning situation with clearly
defined roles. The trainer is the instructor, the participant has the role

of a student. Stress elements contained in this situation were alle-
viated by the surrounding atmosphere. The behaviour of the trainer
played an important role in creating a pleasant and open atmosphere.
In order to enable the participants to act as relaxed and pressure-free
as possible, the appearance, clothing, language style, posture etc. of
both the trainer and the observers were prescribed before running the
experiments [2, 12].

These considerations were confirmed in the test runs where all
participants noted that they felt comfortable in the situation and even
enjoyed it.

4.2.3 Observation

As the experiment aimed for a relaxed atmosphere as close to ev-
eryday life as possible, observers were used for both external and
self-observation. They went directly into the setting, actively partici-
pating and writing notes which are then evaluated. They were briefed
and trained beforehand [30]. The use of cameras was deliberately
avoided because the awareness of being under observation can lead
to changes in behaviour (Hawthorne Effect) [1].

In practice runs before the small pre-test, the observers were
trained in the handling of the different observation sheets. It turned
out that the observers were able to follow the practice runs well and
that the pre-defined structure of the observation sheets was helpful.
The overall impression and individual peculiarities could be easily
recognized and recorded.

Nevertheless, some details were missed. In contrast to the planned
setup, a recording device was deemed necessary in order to record
verbal utterances instead of transcribing them on-the-fly. This was
done by using a mobile phone during the later runs. According to the
test subjects, this small, inconspicuous camera was not noticeable or
even perceived as disturbing.

4.2.4 Selection of participants

The test subjects were recruited directly and invited to participate af-
ter a short eligibility interview. The following selection criteria were
established:

• Age group 18 and above (legal adult).
• Body height, approx. between 1.70-1.90m.
• The potential participants should have an average physical fitness.

– A movement exercise is carried out with the persons addressed
in order to test their coordination and movement skills (oppo-
site windmill arm movement).

• Good German language skills are necessary, as texts must be read
and understood.

• No previous knowledge of Judo or wrestling, determined by
means of a questionnaire.

• Persons who do not wish to be touched or who do not agree with
the general conditions of the experiment are also excluded.

For organisational and technical reasons, the participants were re-
cruited at the university campus in Hanover. The total of 10 partici-
pants were young adults.

4.3 Execution
4.3.1 Procedure

The trainer invited the participants and gave an initial overview of
the goals and progress of the experiment. The participants filled in
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questionnaires I (personal) before, and II (feedback) after the exper-
iment. The explanatory material alternates between acquisition and
action phases. The participant could scroll forward or backward and
repeat individual parts at any time. The trainer was available as a
contact person for questions and interaction during the entire process
and operated the PC. Two observers filled out observation sheets of
the communication partners A1 and A2 (participants) and B1 and
B2 (trainer). In parallel, video recordings were made using a mobile
phone. Immediately after completion of the experiment, the trainer
completed a memory protocol C on their own perceptions.

4.3.2 Questionnaires

The questionnaire I (personal questions), was handed out to the par-
ticipants before the movement task was performed. The exclusion
criteria for the selection of participants were checked and personal
data was queried. Following to the integrative communication model
[27], potential influencing factors such as previous knowledge, mo-
tives, age, gender, etc. were taken into account. Volunteers were
asked about their ability to understand instruction manuals because
the judo technique is essentially developed step by step, similar to an
instruction manual.

Questionnaire II (feedback) was given to the participants immedi-
ately after the practice task had been executed in order to record the
immediate experience. Questions were asked about the Judo tech-
nique, the instructional material and the general conditions. When
filling out the questionnaire, the test persons had the materials at
their disposal. The feedback was intended to point out possible re-
structuring necessities for later follow-up studies. For example, the
test runs performed showed that some changes in the design had to
be made in order to achieve clarity. Also the detailed demand for pre-
vious knowledge of certain martial arts was reformulated into a more
general question.

In addition, Questionnaire II asked for a self-assessment and in-
quires whether additional help was necessary both in terms of un-
derstanding the material and performing the movement. Implicit in
the answers given is a distinction between whether the respondent
asked for help of their own accord or whether the trainer intervened
proactively. Since the trainer is an essential part of the exercise, their
behaviour was described from the test person‘s perspective. In Ques-
tionnaire II, the test person also gave a self-assessment of the degree
of difficulty and whether they needed help with the exercise.

4.3.3 Observation sheets

The behaviour of the participant and of the trainer was recorded in
separate observation sheets A and B. There is one observation sheet
each for the acquisition phase (A1 and B1) and a second for the ac-
tion phase (A2 and B2).

The observation sheets were pre-formulated according to selected
criteria (verbal language, gestures, facial expressions, movement)
and serve as an aid for the observer. They follow the chronologi-
cal sequence and repeat the fields of observation for the individual
sections in the same way. The pre-formulated fields of observation
should enable the observer to note many aspects in as short a time as
possible. There is room for individual remarks so that the observers
can record unforeseen events. Nevertheless, the pre-formulated as-
pects ensure a structured approach, especially for later evaluation.

The action part was mainly recorded using observation sheets A2
and B2. In A2 the observer recorded descriptions in general form
for implementation of the movement. In addition, aspects about the

transition from acquisition to practice were recorded. The focus here
was on the manner of implementation, i.e. whether the test subject
starts hesitantly or actively. The trainer describes the non-verbal or
verbal communication behaviour during the action phase.

The study uses a semi-standardised procedure, since it works with
pre-formulated criteria, but it also leaves room for the recording of
new aspects. In addition, the video recordings were available for
comparison.

4.3.4 Reflection sheet

The reflection sheet C was filled in by the trainer directly after the
execution. The questions were answered spontaneously and reflect
the first impression. The first questions refer to the execution of the
judo technique. From the perspective of the experienced judo trainer,
the extent to which the technique is executed correctly was assessed
and the process of learning was also examined. Afterwards, the re-
lationship between subject and trainer was described, especially its
subjective impact. Attention was paid to the application of additional
help, when and why was this necessary, how help was given and
whether it was successful.

4.4 Evaluation

The evaluation was derived from the observers‘ notes, the video
recordings and the trainer‘s reflection sheet C. The questionnaires
filled in by the test persons supplemented the data collected. Sim-
ilarities and differences in the observations were interpreted and
analysed. In this way the observations on handling of material, the
method and the course of communication can be viewed from dif-
ferent perspectives. This is intended to achieve the highest possible
degree of coverage.

When describing the course of communication, the verbal and
non-verbal remarks were recorded. The focus here is on the ques-
tions of when, what and how it was communicated. The verbal com-
ments are clearly recognizable and can be written down. The non-
verbal communication results from the context and the behavioural
elements. Every “additional communication” was recorded. First of
all, a time stamp is noted, i.e. when the communication took place. In
a second step the cause was examined. This resulted in the following
areas for the evaluation:

1. general personal data for the classification of the test subject
2. recording of personality and behavioural characteristics (situa-

tional and context-related)
3. situation/atmosphere
4. time, an average value is calculated
5. information part: handling of the materials/method
6. linguistic comments
7. body language
8. action part

Each test subject was described individually. The self-reported
aspects and the observed behaviour were related to observed non-
verbal communication behaviour. Hypotheses could then be formed
as to whether the non-verbal additional communication was due to
the inter-personal differences, the material, or the situation. The self-
assessments were always related to the observed data.
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5 First observations from trial runs

Two trial runs were carried out and these test runs were intended to
familiarise the observers and the trainer with the use of the observa-
tion sheets and with the flow of the test.

Overall, it was found that the planned procedure was reasonable
and practicable. Materials offered proved to be sufficient for the par-
ticipants. The test subjects were able to understand them and imple-
ment the motions correctly. In the end, the participants were able to
successfully perform the judo technique. They were satisfied with
their results and considered this learning path an acceptable alterna-
tive to classical Judo training.

Additionally, the multimodal explanation strategy, the decomposi-
tion of the movement sequence to be learned into sequences, and the
alternation of acquisition and action phases, has proven to be useful.

Participants confirmed that they felt comfortable and enjoyed it.
This indicates an overall relaxed atmosphere. After the introduction
in the first action part, participants wanted to perform the whole
movement sequence immediately.

The trainer had to intervene at this point and point out that only
the sequences shown should be practised. Here, the instructions by
the trainer had to be optimized so that the sequence would be clearer.
Participants had to be encouraged to switch to the first action phase.
Hesitation was signalled by eye contact and by waiting, indicating
that the test subjects needed some form of interactive response. This
despite the fact that transition from acquisition to action is signalled
in the training material in such a way that execution could in principle
take place without any intervention by the trainer.

The need for interactive response could indicate that there is a spe-
cific need for communication and information, especially in the ini-
tial phase of becoming familiar with the learning path. Although the
explanatory material and the trainer‘s presentations contain a lot of
relevant information, this did not seem to be sufficient for the partic-
ipants during the acquisition phase.

In contrast, the need for eye contact during the action phase is
likely a result of the setup, as the technique is a partner task and it is
necessary to respond to each other. So the search for eye contact can
here be interpreted as coordination during the execution. The trainer
reported that participants tend to react affirmatively to the search for
eye contact. Furthermore, eye contact was a frequently occurring be-
havioural signal.

The evaluation of the different body signals, which of course are
to be understood contextually, already suggest that the trainer should
respond adaptively to different test subjects. For example, test sub-
jects that are very cautious and reserved in the execution phase would
need encouragement in the action phase for a more courageous and
powerful execution. It is important to note that this encouragement
can be shared using non-verbal cues.

6 Conclusions and Further Work

The goal of this experiment was two fold: to test the experimental
protocol for the larger study and to see what aspects of human-to-
human interaction might be useful for designing and developing for
human-to-machine interaction, particularly for explainable AI and
training systems for high risk environments. In terms of testing the
protocol, a number of aspects of the pre-study are being revised for
the larger study. It should be noted that the pre-study showed defi-
ciencies in our experiment protocol that will be rectified. Individual
behaviour of the participants could not be fully recorded and tran-
scribed. The observers also made individual judgements and set pri-

orities themselves and this added discrepancies in the evaluations. It
is difficult to counter this effect, but it may be necessary to improve
the training cycle for the observers. After all, ethnographic recording
is a skill that itself requires a lot of practice. While the observation
can not be considered representative due to the small number of test
subjects (10), the pre-study provided crucial learning for the revision
of the larger study and it was also possible to obtain results that were
useful and indicative in nature.

In the test runs of the designed study, non-verbal behaviour of the
test subjects was transcribed in addition to verbal comments. Test
subjects showed different communication needs, which could be read
from behavioural cues. The non-verbal behaviour could also be seen
as expressions of inter-personal difference. Thus, for example, un-
certainties that are shown through behaviour could be reacted to ac-
cordingly.

Even although participants worked independently with the training
material and did not verbally ask for help, situations were identified
in which they signalled a need to communicate, e.g. by eye contact
or waiting [31]. It is helpful for explanatory systems, be they human
or technological, to react to this behaviour.

The prevalence and diversity of situations where eye contact
played a crucial role in the interaction is indicative that a richer model
of gaze might be beneficial for upcoming studies, particularly since
gaze is a feature that can readily be captured by existing sensors.

In the initial development of a situation where cooperation of mul-
tiple entities is central (collaborative or team work situations), the
need for additional communication is higher, so that the process and
the procedure are understood and mutual trust is created.

In failure situations where corrective action and explanations are
necessary, an appropriate communication strategy that includes mul-
timodal feedback should be developed so that users do not give up
in frustration or fail to recognize the error at all. An incidental find-
ing is that it appears from this experiment that impending frustration
and possible abandonment of learning can be predicted from the be-
haviour before it occurs so that an intervention might be possible.
This is consistent with findings in other work we have been done on
multimodal markers of importance [7].

It was very clear from the experiment that explanations should
be offered multimodally and, depending on the subject, also sequen-
tially. Repetitions and some redundancy, if necessary also in varia-
tions, help participants to habituate to working methods and provide
security and ultimately build a trust relationship.

Within a human-centred approach to intelligent systems develop-
ment, the better a system knows its user, the better it can potentially
respond to them and their individual needs. The experiment showed
that by taking behavioural elements into account, it is possible to get
to know the user or participant better. From the recognition of the in-
dividual needs for assistance, appropriate communication strategies
can be designed.
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